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ABSTRACT 

Partial face occlusions such as scarfs, masks and sunglasses compromise face 

recognition accuracy. This thesis presents a face recognition approach robust to 

partial occlusions. The approach adopted for this study is based on the assumption 

that the human visual system ignores occlusion and solely focuses on the non-

occluded sections for recognition. Four sections derived from a whole/ un-occluded 

image and the whole face are used to train a classifier for recognition. For testing, an 

occluded face image is also divided into the four sections above from which, the non-

occluded or the least occluded section is selected for recognition. Two strategies 

were used for occlusion detection; skin detection and the use of haar cascade 

classifiers. This thesis mitigated weaknesses from literature review such as use of 

datasets that simulate real world occlusion scenarios, use of less data in training and 

not requiring any type of occlusion variation in training data. Additionally, the 

classifier performed relatively well in the classification task with an accuracy of 92% 

on the Webface-OCC, 96% on the Pubfig, 92% on the FaceScrub, 96% on the Yale 

B and 92% on the LFW datasets.  
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CHAPTER ONE 

INTRODUCTION 

1.1 Background 

The face is a feature that best distinguishes a human being hence it can be crucial for 

human identification (Kakkar & Sharma, 2018). Face recognition is the ability to 

recognize human faces, this can be done by humans and advancements in computing 

have enabled similar recognitions to be done automatically by machines. The face 

recognition process involves three stages; face detection, feature extraction and 

classification and face recognition. Face detection determines whether a human face 

appears in a given image or not and where the faces are located. In feature extraction 

the human face patches are extracted from images (Bansal, 2018) whereas the face 

recognition phase involves determining the identities of the faces from which facial 

features had been extracted. A face database is required and, for each individual, 

several images are taken and their features extracted and stored in the database 

(Bansal, 2018).  

Face recognition can be applied in many areas such as criminal investigations in the 

detection and identification of criminals from surveillance videos. The enhanced 

system should be able to detect an object, track an object, classify or identify an 

object and analyse its activity automatically (Chen et al., 2018). In modern closed-

circuit television (CCTV) systems, criminals can be identified online as the systems 

are embedded with face recognition services (Xiao et al., 2019).  

One of the challenges that face recognition systems face is partial occlusion; caused 

when some parts of the target image are not being obtained. This poses a challenge 

because facial recognition methods require the availability of a whole input face; 

partial features may lead to wrong classification (Satonkar et al., 2011). Examples of 

whole or non-occluded and occluded face images are shown in Figure 1.1 and Figure 

1.2 respectively. Some of the occlusion robust approaches that have been used to 

counter the challenge are; extraction of local descriptors from the non-occluded 
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facial areas. Methods used in this approach are based on patch engineered features 

and learned features. The former involves hand crafted features like local binary 

patterns (LBP) or Gabor features, the latter include methods such as subspace 

learning, statistical learning sparse representation classifier and deep learning (Zhang 

et al., 2018). These methods have issues while using shallow features such as LGBP 

only in the hand-craft features (Song et al., 2019). Additionally, the need for face 

images to be aligned well so that features can be extracted hinders their application 

in real life (Zhang et al., 2018). 

 

Figure 1.1: Example of an un-occluded face image from the Webface-OCC 

dataset (Huang et al, 2021) 

 

Figure 1.2: Examples of partially occluded face images from the Webface-OCC 

dataset (Huang et al, 2021) 

 

The second approach achieves this by recovering clean faces from the occluded 

faces. These methods use techniques such as reconstruction for face recognition or 

inpainting which considers the occluded face as a repair problem. This is done by 

sparse representation classification that makes use of dictionaries and sparse 

representations for classification. This approach’s generalization is compromised 

because it requires identical samples of the testing and training sets. One of the most 

recent approaches is the use of convolutional neural networks (Song et al., 2019). 

The convolution neural networks (CNNs) have problems such as need of huge 

dataset for training, translation invariance and loss of valuable information through 

pooling layers (Tarrasse, 2018).  
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Occlusion aware face recognition methods assume that visible parts of the face are 

ready; therefore, during face recognition occluded parts are excluded. The methods 

used under this approach are either occlusion detection-based face recognition or 

partial face recognition. The former performs the occlusion detection first before 

obtaining a representation for face recognition from the un-occluded face parts only. 

The latter ignores the occlusion detection phase. Additionally, it is based on the 

assumption that a partial face is available and it is used for face recognition (Zhang et 

al., 2018).  

Therefore, this research assumes that a partial face can be recognized from a set of 

both occluded faces with masks, sunglasses or other accessories and un-occluded 

faces by focusing on the un-occluded face features shown on the provided face. In 

the training phase, a whole/un-occluded face images are divided into four sections; 

vertically to produce the right and left sections of the face and horizontally to provide 

the upper and lower sections of the face. All these sections will be used in 

combination with whole faces are used to retrieve feature vectors from a pre-trained 

convolutional neural network (CNN) model that are used to train a classifier for face 

recognition. In the testing phase; the occluded face is divided into four sections as 

described above. Thereafter, occlusion detection is done on all the four regions and 

the least occluded region is selected and used for recognition. Such an algorithm can 

be used in criminal identification systems because; criminals have a tendency to hide 

part of their faces when committing crimes. 

1.2 Problem Statement 

The facial recognition methods require the accessibility of a whole input face, in the 

lack of the above it may lead to wrong grouping (Satonkar et al., 2011) or lead to a 

drop in recognition accuracy (Huang et al., 2021).  Additionally, Cen and Wang 

(2019) also noted that recognizing partially occluded faces was error prone. 

According to (Min et al., 2014), face occlusions can be caused by reasons that can 

either be undeliberate or intentional. For example, in security, scarves, sunglasses 

and caps are worn by criminals to ensure their faces are not recognized while 

committing illegal crimes (Min et al., 2014). Additionally, facial expressions that are 
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exaggerated can also be regarded as occlusion (Wen et al., 2015). This in turn affects 

face recognition in that the discriminative facial features are distorted, therefore, the 

distance between two faces of the same image are increased and hence the intra class 

variations are larger than the inter-class variations (Satonkar et al., 2011). 

Additionally, occluded facial landmarks lead to registration errors, thus degrading 

the recognition rate. (Min et al., 2014) added that, in order to achieve robustness in 

face recognition, it is crucial to control partial occlusion. 

In this research, a face recognition approach that is robust to partial occlusions such 

as masks, glasses and other face accessories was proposed. The approach learns 

features from the face provided; non-occluded faces and identifies a partially 

occluded face using the non-occluded section or part. Therefore, in real life 

applications it can enable identification of criminals whose faces are highly likely to 

be partially occluded in real time, whenever their face image is provided by 

investigating authorities. 

1.3 Research Questions 

i. What face recognition approaches robust to partial occlusions exist and what 

are their strengths and weaknesses? 

ii. How can an enhanced facial recognition approach robust to partial occlusions 

be developed? 

iii. How will the performance of the approach developed in (ii) above be 

evaluated? 

1.4 Research Objectives 

The main objective of this thesis was to develop an occlusion robust facial 

recognition approach derived from existing approaches. 

1.4.1 Specific objectives 

i. To analyse existing face recognition approaches that are robust to partial 

occlusions in order to identify their strengths and weaknesses. 
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ii. To develop a face recognition approach that is robust to partial occlusions 

derived from existing approaches. 

iii. To evaluate the performance of the developed face recognition approach that 

is robust to partial occlusions. 

1.5 Scope of the Research 

This research aimed at developing a face recognition approach robust to partial 

occlusions.  The justification of this research is that the proposed approach would use 

less computational cost, few training samples, learn more robust face features to 

enable face identification despite the existence of partial occlusions.  

1.6 Thesis Organization 

The thesis is organized and divided into five chapters. The first chapter introduces 

the research topic as the background of the study, introduces the problem statement, 

highlights the research objectives and research questions, the scope of the research 

and the thesis organization. 

The second chapter of the thesis has the literature review that discusses the face 

recognition process and the methods used. It also discusses the partial occlusion 

problem in face recognition, the types of partial occlusions and approaches to 

mitigate the partial occlusion problem and their weaknesses. It also introduces the 

proposed approach robust to partial occlusion derived from the existing approaches.  

The third chapter discusses the methodology used in this research. The proposed 

approach, the data collection process, the experimental setup and the ethical 

considerations. The fourth chapter introduces and discusses the results obtained from 

the experiments, limitations of the research and research outputs. The fifth chapter 

highlights the research summary, conclusions and future work. 
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CHAPTER TWO  

 LITERATURE REVIEW 

2.1 Introduction 

In order to develop a robust face recognition approach in partial occlusion scenarios 

this thesis relied on the knowledge and understanding of face recognition in 

occlusion scenarios. The literature review covered here focused on occlusions, types 

of occlusions and approaches to mitigate partial occlusion in face recognition.  

2.2 Face Detection and Recognition 

Face detection involves searching for and locating human faces in images (Feng et 

al., 2022) whereas face recognition is the ability to identify the identity of a face 

through a given test image (Iliadis et al., 2017). A typical face recognition process is 

represented in Figure 2.1. 

 

Figure 2.1: Face recognition process flow. Retrieved from (Kamalakumari & 

Vanitha,2016) 

2.2.1 Face Detection 

The aim of face detection has always been to identify if there is a face in a video or 

an image and if there is, return its location and extent of each face (Li et al., 2020). 

Some of the techniques of face detection include but are not limited to knowledge-

based methods which are centred on geometry of the face and organization of the 
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face features. They describe the face’s shape, size and texture or in other cases head, 

eyebrows, eyes, nose and chin (Kumar et al., 2017). Coming up with well-defined 

rules is a major challenge (Bernstein, 2020).  

Feature invariant approaches which are used to catch physical features of a humanoid 

face despite the varying light settings; features used include but are not limited to 

skin colour, shape and texture. Such methods are very subtle to illumination, 

occlusion, existence of skin colour areas and neighbouring faces (Kumar et al.,2017).  

These features can be affected by light and noise negatively (Bernstein, 2020). 

Template-based methods can be considered to be sensitive to scale, pose and shape 

disparity of the human body whereas the deformable templates have been suggested 

to handle such variations (Kumar et al., 2017). Such methods do not address the 

pose, shape and scale variations (Bernstein, 2020). 

Appearance based methods learn examples from examples in imageries. They mostly 

depend on statistical studies and machine learning techniques through which they can 

find features of face and a non-face that are relevant. The learned features are 

discriminant functions that can be used for face detection (Kumar et al., 2017). They 

can also be used for feature extraction (Bernstein, 2020). Some of the common face 

detection algorithms used include but are not limited to; viola jones, histogram of 

oriented gradients (HOG) and region-based convolution neural network (R-CNN). 

The Viola and Jones (2003) face detection algorithm contains the following 

components; the Haar features, integral image, Adaboost classifier and a cascade 

structure. The Haar features are quadrilateral in shape as shown in Figure 2.2. The 

feature resultant of a single value is calculated by deducting the summation of pixels 

under white rectangles from the summation of pixels under black rectangles. 
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Figure 2.2: Diverse dimensions of Haar features for Viola-Jones face detection. 

Retrieved from (Mahdi et al., 2017) 

The first step while using the Viola Jones algorithm is to find the integral image 

which is an algorithm for fast and proficiently computing the sum of values in a 

rectangular subset of a grid.  

                                             

Whereby ii(x,y) is the integral image at pixel location (x,y) and the original image is  

i(x’y’ ). 

Adaboost, a machine learning algorithm helps find the finest features among the 

many Haar like features extracted. After extraction, for it to be decided whether a 

window has a face or it doesn’t, the weighted grouping of all the features is used in 

evaluation and decision making. A strong classifier is constructed by Adaboost 

through a linear combination of weak classifiers which would be the firstly acquired 

features. Thereafter, a cascade classifier is used, which contains stages, each with a 

strong classifier because a single strong classifier from a linear combination would 

be impractical to evaluate each window of an image due to computational cost. Each 

stage in the cascade is used to decide whether a specified sub-window is a face or not 

as shown in Figure 2.3. After the face has been detected it is saved for feature 

extraction. 
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Figure 2.3: Cascade classifier stages. Retrieved from (Cen, N.D). 

Histogram of oriented gradients (HOG) is a feature descriptor used in computer 

vision and image processing for object detection. It focuses on the shape or structure 

of the image. It uses the magnitude and orientations of the gradients to generate 

histograms of the face image (Tyagi, 2021). According to (Saini, 2022), the HOG 

works by taking an input image M, analysing each pixel M(i) of image M for the 

relative dark pixels surrounding it directly. An arrow pointing in the direction of the 

flow of darkness relative to M(i) is added. The previous two steps are performed for 

each pixel. The arrows which equal to gradients replace each pixel. They show the 

flow from light to dark across an entire image. Since complex features like eyes can 

give too many gradients, the whole function, that is, the function that takes an input 

image M and replaces each pixel with an arrow or gradient is aggregated, to produce 

a global representation. Therefore, the image is broken up into 16 * 16 squares and 

assigned an aggregate gradient G’ to each square. The function can be maximum of 

or minimum of (Saini, 2022). 

Region-based convolution neural network (R-CNN) detects a face by generating 

region proposals on a CNN framework to localize and classify objects in images 

(Bernstein, 2020). It works by creating bounding boxes in regions using selective 

search (Saini, 2022). The selective search works by looking at an image through 

windows of different sizes. It then tries to group together adjacent pixels for each 

size by texture, colour or intensity to identify objects. According to (Saini, 2022), the 

R-CNN algorithm works by first generating regions for bounding boxes. The images 

in bounding boxes are run through a pre-trained neural network, to see what object is 
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in the box a support vector machine (SVM) is used. Finally, a linear regression 

model is used to output tighter coordinates for the box once the object has been 

classified. 

2.2.2 Face Recognition  

Face recognition is the ability to verify or visually identify a person using a face 

picture (Wanyonyi & Celik, 2022). Ideally, we need a system that is similar to a 

human eye in some sense to identify a person. With the advancement in technology 

this has been made possible by use of several approaches such as holistic matching, 

feature based methods, model-based methods, hybrid methods and neural networks.  

Holistic matching is a method that takes a whole face region as input data into the 

face catching system (Saini, 2022). It is used to try to retrieve the most relevant 

features of a face (Dwivedi, 2018). Eigenfaces, PCA, Linear Discriminant Analysis 

and independent component analysis are examples of holistic models (Saini, 2022). 

Principal component analysis (PCA) developed by (Sirovich & Kirby,1986) is an 

unsupervised dimension reduction algorithm which simplifies the representation 

problem chosen for eigenvalues and corresponding eigen vectors to have a consistent 

representation. Its problem formulation is shown in Figure 2.4. Its advantages are; it 

deals with random noise; it reduces the distance between projection space and data 

space and it reduces redundancy. Its disadvantages are that it does not perform well 

rotation scaling translation distortions (Ismail & Sabri, 2009). 
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Figure 2.4: Principal component analysis problem formulation. Retrieved from 

(Dwivedi, 2018) 

Eigenface designed by Turk and Pentland (1991), is a simple method that is less 

sensitive to pose variation and it also has better performance when small databases 

and training sets are used. It uses features such as eyes, mouth and nose on a face and 

relative distances between these features. In facial field these features are known as 

Eigen faces. It uses PCA a mathematical tool to extract facial features. The Eigen 

faces when combined can reconstruct an image from the training set (Ismail & Sabri, 

2009). 

 According to Turk and Pentland (1991); given a set of m images of N*N dimension; 

convert the images into N2 vectors x1,x2,x3…..xm. Then calculate the average of all the 

face vectors and subtract it from each vector ai = xi – ψ. All the face 

vectors derive a matrix of size N2 * M,  A = [a1 a2 a3 ….. am]. Then find the 

covariance matrix   Cov= ATA . The eigen values and eigenvectors of the above 

covariance matrix are calculated as; ATAvi=λivi,  AATAvi=λiAvi, Cʹui=λiui. Where 

Cʹ=AAT and ui=Avi .                                    

 Using the formula ui=Avi, the eigenvector and eigen value are calculated and 

mapped into C’. Then, select the K eigen vectors of C’ that correspond to the K 
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largest value. Represent each face vectors in the linear combination of the best K 

eigenvectors ,where the uj are the eignfaces. The training faces are 

represented in the from of vector of the coefficient of eigenfaces 

. 

For the testing phase; given an unknown face image y: have it centred have similar 

dimensions to the training image. Use  to subtract the face from the 

average face ψ . Then obtain the linear combination of   eigenfaces      

by projecting the normailzed vector into eigenspace that generates 

the vector of the coefficient such that; 

. 

Take the above generated vector and subtract it from the training image to get the 

minimum distance between the training and testing vectors er = minl || Ω-Ωl||. If er is 

less than the tolerance level Tn then the face is recognised, otherwise the face is not 

matched (Pawangfg, 2021). 

On the other hand, Linear Discriminant Analysis (LDA) finds a linear combination 

of the features while it preserves class separability (Dwivedi, 2018). It can be used as 

a dimensionality reduction and classification method (Xiaozhou, 2020). It is usually 

used for supervised classification problems. In face recognition it reduces the number 

of features before the process of classification. For example; given a variable V that 

comes from one of N classes, having some class-specific probability densities f(v);  a  

discriminant rule works by dividing the data space into N disjoint regions that 

represent all classes. For classification, therefore, the variable v has to be allocated to 

https://auth.geeksforgeeks.org/user/pawangfg/articles
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class j if v is in region j. This can be done by either using the maximum likelihood or 

the Bayesian allocation rule (Xiazhou, 2020). 

Feature based methods use local features such as nose, eyes and mouth. These 

features are first extracted and their locations, geometry and appearance are fed into 

a structural classifier. Some examples of methods under this are; generic methods 

based on edges, lines and curves, feature-template-based methods and structural 

matching methods (Saini, 2022). 

Model based methods try to model a face (Saini, 2022). A face sample is introduced 

to a model whose parameters are used to recognise the image (Dwivedi, 2018). They 

can be classified into 2D and 3D (Saini, 2022). The model-based method is 

illustrated in Figure 2.5. 

 

Figure 2.5: Representation of the model-based method. Retrieved from (Saini, 

2022) 

Hybrid methods combine both holistic and feature extraction methods (Saini, 2022). 

They use 3D images whereby; the curves of the eye sockets, shapes of the chin or 

forehead are noted. This 3D system includes detection, position, measurement, 

representation and matching.  
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Neural networks, on the other hand, simulate the human brain for face recognition 

(Li et al., 2020). For a neural network, a linear function and a nonlinear activation 

compose a neuron. A multilayer perceptron (MLP) is an example of a simple neural 

network. An MLP is a feed forward neural network that consists of three main layers; 

the input, hidden and output layers (Educative Answers Team, N/A) as shown in 

Figure 2.6. 

 

Figure 2.6: Illustration of the three main layers of an MLP. Retrieved from 

(Bento, 2021) 

The input layer consists of neurons {xi|x1,x2,x3,………,xm} that represent input 

features whereas the hidden layer takes values of inputs from the previous layer and 

transforms them with a weighted summation w1x1+w2x2+……+wmxm followed by a 

non-linear activation function g(.):R ⇒ R. Finally, the output layer transforms values 

of the last hidden layer into output values (Pedregosa et al., 2011). 

The neurons are the building block of an MLP. Each neuron has a bias that has to be 

weighted. The weights are mostly initialized to small random values. These weighted 

values or inputs are summed and then passed through an activation function. An 

activation function can be described as mapping of summed weighted input into the 

output of the neuron. It also monitors the threshold at which the neuron is activated 

and the output signal’s strength (Brownlee, 2016). 
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Deep learning is a machine learning algorithm that is built on the concept of the 

human brain and neurons’ communication. The neurons in deep learning are virtual 

and they also perform statistical regressions in that they tend to learn data 

representations of several levels of feature extraction. Deep learning algorithms use 

very huge datasets of faces from which they learn rich and compact representations 

of faces. It allows better and faster identification. An example of a deep learning 

neural network is the convolutional neural network (CNN). A CNN is generally used 

as a feature extractor, followed by a classifier (Cen & Wang, 2019). 

Convolutional neural networks are a variant of Multi-Layer Perception (MLP), 

inspired by the mammalian visual cortex of simple and intricate cells. Consisting of 

4-8 layers with image processing tasks merged into the design, it applies three 

architectural concepts in its design; shared weights, local receptive field and 

subsampling (Syafeeza et al., 2014). A convolution function can be represented as;                 

 

by (Khandewal,2018). 

It can also have an abstract description as; 

  

by (Wu, 2017), where x is the input, w is the weight, L is the layer and z is the output. 

The input for the CNN model is the final image features. The image data is fed into 

the neuron or a hidden layer that has weight, multiplying the input number with the 

neuron’s weight which provides the output that is used as input for the next layer. In 

order for the inputs to be mapped into outputs that are needed for the network to 

function, an activation function is used. It is a non-linear activation function that 
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helps the network to learn complex data and provide accurate predictions. The 

structure of a CNN is illustrated in Figure 2.7. 

 

Figure 2.7: Representation of a full convolution neural network. Retrieved from 

(Khandewal,2018) 

Some of the milestones in deep learning include; AlexNet, Zeiler network, 

DeepFace, the DeepID series, VGGFace and FaceNet. The DeepFace was centred on 

deep convolutional networks created by Facebook’s research team that constituted of 

Parkhi et al. (2014). It was used to identify human faces in 2 million digital image 

faces. It used deep CNN feature extractors and used it to classify the images. The 

form of metric learning they used was that they trained the model to minimalize the 

distance between similar pairs of faces and maximise the distance between dissimilar 

pairs. It achieved an accuracy of 97% when tested on benchmark datasets. 

DeepID was developed by Sun et al. (2014), it used Convolutional Neural Networks 

to extract features and Joint Bayesian or neural network for recognition. The last 

hidden layer instead of being used as the output it was used for features. Identities 

were classified simultaneously and not by binary classifier training. They gained an 

accuracy of 2.03% and 1.68% for Joint Bayesian and Neural network respectively. 

After benchmarks with Labelled Faces in the Wild database they achieved an 

accuracy of 94.32% and 96.05% for Neural Network and Joint Bayesian 

respectively.  It was later improved in the following publications by training via 
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contrastive loss to improve identification and verification tasks. Figure 2.8 

summarizes the evolution of face recognition from holistic to deep learning. 

 

Figure 2.8: Evolution of face recognition methods retrieved from (Wanyonyi & 

Celik, 2022) 

Other researchers have also used deep learning for face recognition in their work. 

Gao et al. (2019), proposed a real time, free of landmark estimation deep Siamese 

network algorithm that preserved identity during face synthesis. The algorithm used 

contrastive loss function, pose invariant features to perform face recognition, PCA 

for dimension reduction and LDA for classification. Face synthesis model was used 

to transform the non-frontal faces to virtually frontal faces. The Siamese network 

was used to remove the distortion of identities caused by face synthesis; therefore, 

identity was preserved during the process.  The contrastive loss minimized the 

feature distance from the same object and enlarged it if they were from different 

object, hence, making the features more discriminative. Their network achieved 

superior performance compared to 2D deep learning-based algorithms.  

Khan et al. (2019), proposed a framework for face detection and recognition that was 

based on convolutional neural network. It outperformed earlier techniques; it was 

protected, reliable and easily usable. It experienced challenges when it came to faces 

with increasing beard, glasses, tilted face and moustache. Over-fitting was also a 
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problem. Qi et al. (2019), proposed an algorithm that would solve the weakness of 

model generalization due to the necessity to use fixed-size images and the use of one 

network for extracting features. They used cascaded CNN which combined separable 

convolution and remaining structure in the network. Their algorithm achieved 

competitive accuracy to other techniques in real-time performance. 

Kong et al. (2018), developed a deep CNN model based on CSGF (2D)2PCA Net to 

solve data repetition, extensive computation period and rotation variations. They 

used circularly symmetrical gabor filter for rotation invariance, 2-D PCA for feature 

extraction. The model had two feature extraction stages and one non-linear output 

stage. The algorithm was robust to variations in occlusion, illumination, pose, noise 

and expression. Li et al. (2019), proposed a full graphical processing unit-based 

batch multi-task cascade convolutional network that would have a superior speed 

performance. Their algorithm performed better than multi-task cascade convolution 

network.  

2.3 Partial Occlusion in Face Recognition 

The facial recognition methods require the accessibility of a whole input face, lack of 

which may lead to wrong grouping (Satonkar et al., 2011). However, in the real-

world environment human faces especially criminal’s, are likely to be occluded. In 

the field of face recognition, face occlusion is one of the most challenging problems 

due to the lack of previous knowledge concerning the parts that are occluded. This 

becomes even more difficult to explore because of the parts can be any shape or size 

and anywhere in a face image (Zeng et al., 2021). 

According to (Min et al., 2014), face occlusions can be caused by reasons that can 

either be undeliberate or intentional. For example, in security, scarves, sunglasses 

and caps are worn by criminals to ensure their faces are not recognized while 

committing illegal crimes (Min et al., 2014). They also added that, in order to 

achieve robustness in face recognition, it is crucial to control partial occlusion. 
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On the other hand, Towner and Slater (2007), classified face occlusion as systematic 

and temporary. Facial components such as scars, hair and ornamentations worn by 

people such as clothes, glasses, all fall under systematic occlusions. Whereas, 

temporary occlusions include but is not limited to temporarily obscuring a face with 

other objects, changes in environmental conditions such as shadows and lighting, 

changes in head pose cause self-occlusion and objects placed in front of the face 

temporarily also cause occlusions. In their study (Zhang et al., 2018), derived that 

interaction with the environment constantly because it is necessary from our daily 

lives results in causing self-occlusion more frequently than as compared to other 

temporary occlusions. Table 2.1 shows some of the categories of occlusions that 

exist. 

Table 2.1: A categorization of occlusion challenges  

Occlusion Scenario Examples 

Facial accessories  eyeglasses, sunglasses, scarves, mask, 

hat, hair 

External occlusions  occluded by hands and random objects 

Limited field of view  partial faces 

Self-occlusions  non-frontal pose 

Extreme illumination part of face highlighted 

Artificial Occlusions random black rectangles 

random white rectangles 

random salt & pepper noise 

Source:  Zeng et al. (2021) 

2.4 Problems with Partial Occlusions in Face Recognition 

Face recognition under occlusions is difficult to solve. There are many reasons that 

make it so difficult. According to (Zhang et al., 2018), they include; occlusions vary 

considerably depending on the position where they occur in a face. Secondly, a face 

can have many types of occlusions. Thirdly, an occlusion’s location may not be fixed 

on a face like hand covering; hence, it is difficult to predict their exact location. 
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Fourthly, occlusion duration varies in length depending on the type. For example, in 

a video a hand movement may last for a short period of time whereas an ornament 

like scarf or sunglasses may last longer. Finally, occlusion visual properties are 

unpredictable and small portions of the face are impacted which can be compensated 

with un-occluded parts of the face. 

2.5 Face Recognition Approaches under Partial Occlusions 

To mitigate the problem of partial occlusion in face recognition some approaches 

have been proposed for different occlusion scenarios. 

2.5.1 Occlusion Scenarios 

According to (Zeng et al., 2021) survey, there are many occlusion scenarios that tests 

are run on. These scenarios depend on the images on the gallery and probe or test set. 

These are; real occlusions which occur when the gallery images are free from 

occlusion but the test faces have occlusions such as scarves or sunglasses which are 

realistic in nature. Partially occluded faces are used when the gallery images are un-

occluded whereas the test faces are partially occluded. When the images on the 

gallery are faces captured in the wild or from uncontrolled environment and the test 

aces use synthetic occlusions so to emulate realistic occlusion, this constitutes 

synthetic testing scenario. 

Occluding rectangle testing scenario is used when the images on the gallery are un-

occluded mugshots whereas the probe image faces have black and white rectangles 

occluding them.  The last testing scenario that (Zeng et al., 2021) described was the 

occluding unrelated image scenario. It comprises of a gallery set with occlusion free 

mugshots whereas probe faces set have occlusions such as non-square image or an 

animal which are unrelated images. 

2.5.2 Occlusion Robust Approaches under Face Recognition 

Some approaches have been developed in an effort to counter the problems caused 

by occluded faces. Zeng et al. (2020), classified these approaches into three 
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categories. The first category is the occlusion robust feature extraction. This category 

focuses on the feature space that is not affected largely by face occlusions. For the 

cross-occlusion strategy learning-based and patch-based engineered features are 

utilized. The second category is the occlusion aware face recognition. Approaches in 

this category assume that visible parts are ready; therefore, during face recognition 

occluded parts are excluded. The third category is the occlusion recovery-based face 

recognition. Occlusion recovery is used as the cross-occlusion strategy in that the 

occlusion-free face is recovered from an occluded face. 

2.5.2.1 Occlusion recovery-based face recognition approaches 

These approaches work on the principle of recovering whole faces from the occluded 

faces hence, use face recognition algorithms directly. These methods use techniques 

such as reconstruction for face recognition or inpainting which considers the 

occluded face as a repair problem. Jia and Martinez (2008) proposed an approach to 

enable face recognition in both the training and test sets. By allowing occlusions in 

both the training and testing sets, they estimated the occluded test image as linear 

combination of the training samples of all classes. For reconstruction, non-occluded 

parts were used because the distinct face areas were weighted differently. In other 

words, they based their reconstruction on the visible data on the training and testing 

sets compared to previous works that focused on the testing sets. Their approach 

performed well on the AR dataset.  

Iliadis et al. (2017), proposed a robust and low rank representation for fast face 

identification with occlusions. In their proposed framework, they wanted to solve the 

block occlusion problems by utilizing a robust representation that was based on two 

features because they wanted to model the contiguous errors.  
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Figure 2.9: Representation of  an occluded face sample as the linear 

combination of training sample with some intra-class variations plus the error. 

Retrieved from Iliadis et al. (2017) 

The first feature used a loss function to fit the errors of Laplacian sparse error 

distribution, whereas the second described the error image or modelled it as low rank 

structural by obtaining the difference between a test face that is occluded and the 

training sample of the same identity that is un-occluded as shown in Figure 2.9. Their 

approach was efficient in computational time and identification rates.  

Wang et al. (2017), proposed an occlusion detecting and image recovering algorithm. 

Occlusion detecting involved occlusion detection and elimination whereas the image 

recovery involved recovery of occluded parts and reservation of un-occluded parts. 

They used genuine and synthetically occluded face images. This approach produced 

global features that were good and beneficial to classification.  

Vijayalakshmi (2017), proposed a way to recognize face with partial occlusions 

using In-painting.  A partial differential equation method together with modified 

exemplar in-painting was used to remark the face region that was occluded. Despite 

the approach achieving recognition rate increases it had a limitation in that the image 

data used for the work was not representative of a real-world scenario.  

According to (Wei et al., 2014) facial decorations such as scarf, veil objects, 

sunglasses and reduced image quality blurring can cause occlusion. As a result, it 

affects face recognition in that the discriminative facial features are misleading and 

the distance between the two face images of the same subject is enlarged in feature 

space. This results in intra-class variations becoming higher than inter-class 

variations. Additionally, occlusion of facial landmarks leads to the existence of 

registration errors hence degrading the recognition rate. 

Wei et al. (2014), proposed a dynamic image to class warping (DICW) framework 

that used local matching-based approaches to solve the problem of face occlusions. 

The local matching-based approach mined facial features from local areas of the 
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face. The affected and unaffected parts of the face could be analysed in isolation. The 

matching errors were minimised through subspace, partial distance and multi-task 

sparse representation learning strategies (Wei et al., 2014). Matching of the faces was 

completed by outlining a distance measurement between sequences and using the 

distance as the base for classification. (Wei et al., 2014) used Euclidean and cosine 

for pixel intensity and LBP feature local distance measurements respectively. They 

used 2,400 samples for each occluded versus un-occluded, un-occluded versus 

occluded and occluded versus occluded scenarios. Their framework had an 96.7 % 

correct identification rate on the AR database that had over 4,000 colour images of 

126 subject’s faces, 97.3 % on the AR dataset without alignment, a 0.8740 area 

under curve on the LFW database under unsupervised learning setting.  

2.5.2.2 Occlusion robust feature extraction approaches 

These approaches use methods such as handcrafted features such as LBP, SIFT and 

HOG descriptors. One of the advantages of such methods is the easiness that comes 

with extraction of features from raw images. Additionally, their discriminative and 

tolerance to large variability and also being computationally efficient since they lie 

low in the feature space constitutes to more advantages (Zeng et al., 2021). On the 

other hand, they have limitation in that for face recognition, integration of the 

decision from local patches is required and also for frontal faces, alignment based on 

eye coordinates contributing to precise registration. In other words, the need for face 

images to be aligned well so that features can be extracted hinders its application in 

real life (Zeng et al., 2021).  

Learning based features methods such use learning-based approaches to extract 

features have been proposed. These methods include linear subspace, sparse 

representation classification and non-linear deep learning methods. These methods 

have succeeded because of the characteristics such as smooth surface and regular 

texture that face images have in common compared to regular images. For 

discrimination among features, subspace learning preserves variation in faces (Zeng 

et al., 2021). This has been applied by Eigenfaces (Turk & Pentland, 1991), using 

principal component analysis (PCA).  
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Another method that has been used is Fisherface using LDA (Zeng et al., 2021). 

Fisher face was first introduced by (Etemad & Chellapa, 1997). It works by learning 

a class specific transformation matrix. Its performance depends heavily on the input 

data. It is a supervised dimension reduction algorithm. It allows reconstruction of an 

image but a nice reconstruction is impossible because, the features had already been 

discriminated before. It is also an enhanced Eigen face method that for 

dimensionality reduction, it uses Fisher’s Linear Discriminant Analysis (LDA) 

whereby, the LDA works better in discrimination than PCA in that the ration 

between a class scatter to within a class scatter is maximized. It’s good when the face 

images have illumination and facial expression variations (Ismail & Sabri, 2009). 

The Eigenface and Fisherface methods have a disadvantage in that there’s a need for 

the eye location to be aligned properly. This is not the case in real world data.  

For the occlusion possibility to be accounted for, statistical learning methods are 

used. Methods such as self-organizing maps projections that takes into account that 

probability of occlusions occurring is different dependent on the occlusion. Another 

approach is the sparse representation classifier. With the goal that a representation 

that accounts for occlusion and corruption is generated, training samples and sparse 

errors are combined linearly.  

Wu and Ding (2018), proposed a low-rank regression with generalized gradient 

direction to suit occluded face recognition. Dictionary learning sparse representation 

was used in combination with low rank representation on the error term leading to a 

low rank optimization problem as shown in Figure 2.10. 

 

 

 

 



25 

 

Figure 2.10: Representation of the occluded image y, by a linear combination of 

all training data in the dictionary A and added by a residual image x standing 

for occlusion whereby L is the residue as retrieved from Wu and Ding (2018) 

Their approach had robustness to any size, type and kind of occlusion like shadows, 

objects on the face and achieved good performance compared to the state-of-art 

frameworks at the time. 

Yang et al. (2017), proposed a joint and collaborative representation with local 

adaptive convolution feature. With their aim being able to achieve robust face 

recognition under occlusions, they used CNNs to learn convolution features extracted 

from local regions that were discriminative to the face identity. Their approach 

exploited the uniqueness and commonness of the different local regions as shown in 

Figure 2.11. Their experiments showed that varying local regions have varying 

discrimination, furthermore, some local regions never contribute to and sometimes 

they may even mislead the face recognition.  
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Figure 2.11: Flowchart of the joint and collaborative representation with local 

adaptive feature model as retrieved from Yang et al. (2017) 

Another approach in this category is deep learning. If a massive training dataset 

having enough occluded faces is provided for a deep network, then occlusion robust 

face recognition is achieved (Zhou et al., 2015). One of the milestones in deep 

learning is the FaceNet model. FaceNet was developed by google researchers 

(Schroff et al., 2015). It was a data driven system in that they used a large dataset of 

labelled faces which enabled them attain pose, illuminations and other variations and 

it attained advanced results with benchmark datasets. The limitation was that it was 

data driven and this is not always the case in practical scenarios. 

Cen and Wang (2019), proposed a deep dictionary representation-based classification 

(DDRC) that was to improve robustness in face recognition with occluded faces. 

They used an already trained CNN for feature extraction, whereby, they performed a 

nonlinear mapping from the image space to the deep feature space. 
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Figure 2.12: Deep feature vectors represented visually from 5 subjects from the 

AR dataset. Retrieved from Cen and Wang (2019) 

Figure 2.12 shows the representation of the deep feature vectors. Whereby (a) 

represents example images, (b) represents 2-D visualization of the deep feature 

vectors and (c) Visualization of the deep feature components activated commonly for 

the natural faces associated with different subjects (inter-subject), the non-occluded 

faces associated with the same subject (intra-subject) and the sunglasses-occluded 

faces associated with different subjects (sunglasses).Whereby V0 represents deep 

feature vectors of the occluded face and V represents deep feature vectors of the un-

occluded face Ωi represents the subspace associated with non-occluded face images 

of the ith subject Ωoj represents the subspace associated with face images occluded 

with jth occlusion pattern (Cen & Wang, 2019). 

By defining the deep feature vector of a subject having a small error, as a linear 

combination of the column vectors of the matrix defining all the deep feature vectors 

of the same subject in the training samples, a dictionary representation was achieved. 

The subject with deep feature vector was figured out through the identification of the 



28 

best approximation of the deep features within the subject’s subspace. Therefore, a 

gallery was formed by concatenating the matrices of the deep features (Cen & Wang, 

2019). Additionally, a regularization constraint was enacted when the gallery’s size 

was greater than the feature measurement. 

Auxiliary dictionaries for the proposed DDRC were formed through concatenation of 

auxiliary dictionaries of some identified types of occlusions (Cen & Wang, 2019). 

This was done because a test sample’s occlusion pattern was unknown. To obtain a 

unique solution a regularization restriction and the squared Euclidian norm 

minimization were used to obtain the estimated coding coefficients which were in 

turn used to recover the deep feature vector of the occluded face. Finally, 

classification was done by comparing the similarity of the occluded face of the 

subspace to the non-occluded face of the subject. The overfitting problem was solved 

by the use of PCA for dimensionality reduction.  

The DDRC had a 94.7%, 85.7%, 99.3% and 98.7 % on the AR database with faces 

with occlusion in the first session, occlusion in the second session, scarf session one 

and scarf session two respectively. A 98.6%, 94.5%, 88.2% and 54.5% accuracy 

rates on the FERET database with block occlusion ratio of 9.7%, 19.1%, 28.9% and 

39.1% respectively. A 91%, 76.1%, 62.4% and 46.8% recognition rate on the CelebA 

database dataset with block occlusion ratio of 0%, 4.98%, 10% and 14.7% 

respectively. This approach had a limitation in that it assumed the test faces 

occlusion patterns were included in the auxiliary dictionary, hence limiting its usage.  

Mao et al. (2019), developed a framework that utilized the gradient and the shape 

cues in a deep learning model to detect and verify occluded faces. Since the head-

shoulder location resembles an omega which is also similar to a Gaussian curve, they 

suggested that a local minimal energy could be reached by adding suitable energy 

terms. Head scanning was done using defined curved lines which had a movement 

rule and corresponding energy values on the left, right and upper scanning lines 

respectively. Their detection algorithm had three phases: “position initialization, 

minimizing a potential energy based iterative process and energy constraint 
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conditions”. They employed ellipse fitting to solve the problem of not getting the 

accurate lower jaw position. 

In verifying whether a human face was covered or not, (Mao et al., 2019) employed a 

sparse classifier with deep CNN features. Due to the difficulty in collecting enough 

samples, they built a deep model that depended on less samples and a dictionary 

learning framework to learn more effective features. The SRC model they developed 

had an additional similarity constraint to seek correlations between similar 

descriptors through a shared dictionary space. This in turn made the dictionary more 

discriminative for the classification task on which it was based on. By assuming that 

the dictionary and sparse code values were constant, the sparse model was optimized. 

In their experiments, they used a stationary digital video recorder (DVR) which 

simulated bank system monitoring. The experiments showed that the head detection 

algorithm performed at 98.89% accuracy rate whereas, the designed occlusion 

verification scheme achieved a 97.25% accuracy rate.  

2.5.2.3 Occlusion aware face recognition approaches 

One of the approaches in this category is the occlusion detection-based face 

recognition. To tackle the occlusion problem, these methods first perform occlusion 

detection and later a representation is obtained from the non-occluded parts (Zeng et 

al., 2021). The other approach is the partial face recognition, based on the 

assumption of the availability of a partial face and uses it for face recognition and the 

occlusion detection stage is not considered. In other words, this approach focuses on 

the face recognition stage and avoids the face occlusion detection stage. Partial faces 

can often be found in real world data such as in mobile devices or surveillance 

cameras (Liao et al., 2013). 

For occlusion detection, items such as sunglasses and scarves are used as a 

representation of occlusion because of their frequent appearance in the real world. 

For the visible parts selection, it is done through the assumption that previous 

knowledge of occlusion is known hence, skipping the face occlusion detection phase. 

(Song et al., 2019), proposed a pairwise differential Siamese network (PDSN) that 
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was to capture the relationship between the occluded facial block and corrupted 

feature elements, thereafter, establish a mask generator as shown in Figure 2.13. 

The PDSN developed by Song et al. (2019), consisted of a trunk CNN and a mask 

generator branch forming a Siamese architecture. The mask generator module was 

expected to output a mask whose element was a value between 0 and 1. Upon 

multiplication of the mask value with the input contaminated feature it could 

diminish its corrupted elements. This was learnt through minimizing a combination 

of two losses; classification and pairwise loss. A fixed mask was extracted from 

every trained mask generator and a dictionary was built because the trained PDSN 

could not be directly used to output the feature discarding mask (FDM) of a probe 

face. Through the combination of relevant dictionary items, the FDM of the face with 

arbitrary partial occlusions was derived. It showed significant improvement in the 

performance on face recognition on both the real and synthesized face datasets. 

 

Figure 2.13: The overview of the PDSN framework where bi bj the non-

overlapping face blocks, Mi and Mj binarized feature discarding mask. 

Retrieved from (Song et al., 2019) 
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Figure 2.14: The pairwise differential siamese network. Retrieved from (Song et 

al., 2019)  

The pairwise differential Siamese network is illustrated in Figure 2.14 whereby; xi is 

the non-occluded face image, xi
j  is the occluded face image, f(xi) is the clean feature, 

f(xi
j) is the remaining part of the feature after masking, f(xi) is the corrupted feature, 

f(xi
j) is the top conv feature of an occluded face after masking, lcls classification is the 

loss, ldiff  is the differential signal and pairwise loss.  

In their experiments the PDSN had an identification accuracy of 95.84%, 97.29%, 

97.36%, 98.26%, 97.98% and 97.92% on a discarding threshold of 0, 0.05, 0.15, 

0.25, 0.35 and 0.45 on the AR dataset with sunglasses and scarf occlusions. A 

54.80% and 56.34% identification accuracy rate on the with and without differential 

supervision information on the Facescrub probe set. A 99.20% face verification rate 

on the LFW benchmark. A 74.40% face identification accuracy on the MegaFace 

challenge and a 98.19% and 98.33% on the AR dataset with sunglasses and scarfs 

natural occlusions respectively. 

For partial face recognition, (Liao et al., 2013), proposed an alignment-free approach 

in partial face recognition as shown Figure 2.15. Their proposed method did not 

require any alignment of the face’s focal points. For the representation of a partial 

face with variable length, they employed multi-key point descriptors. A dictionary 

was constructed from the descriptors from a gallery that was large; hence, the 

descriptors of the probe image were represented sparsely and inferred the identity of 

the probe image. It had a limitation in practical application because; the number of 

faces required by SRC to cover all variations is quite high.  
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Figure 2.15: An illustration of the alignment free approach as retrieved from 

(Liao et al., 2013). 

2.6 Summary 

The above literature review clearly showed that the state-of-the-art face recognition 

systems or frameworks still experience problems with occlusion while testing on 

different datasets as also shown in Table 2.2. 

Table 2.2: Summary of occlusion approaches’ strengths and weaknesses 

Approach Techniques Strengths Weaknesses 

Occlusion 

recovery 

Reconstruction (Jia & 

Martinez, 2008) 

 

 

In-painting 

(Vijayalakshmi, 2017)  

Computationally 

efficient 

 

Increased 

identification 

rates 

Some of the image data used 

for these works are not 

representative of a real-world 

scenario 

Occlusion 

robust 

feature 

Handcrafted features 

such as LBP, SIFT and 

HOG descriptors (Zeng 

Tolerant to large 

variations 

Requires alignment based on 

eye coordinates 
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extraction et al., 2021) 

 

 

Learning based features 

such as linear subspace, 

sparse representation 

classification and non-

linear deep learning 

methods 

(Yang et al., 2017),  

(Wu & Ding, 2018), 

(Cen & Wang, 2019) 

 

Computationally 

efficient 

 

Performance 

improvements 

 

 

For deep learning, the amount 

of data required is too large in 

a real-world scenario 

Occlusion 

aware 

First perform occlusion 

detection and later a 

representation is 

obtained from the non-

occluded parts (Song et 

al., 2019) 

Partial face recognition-

based on the 

assumption of the 

availability of a partial 

face and uses it for face 

recognition and the 

occlusion detection 

stage is not considered 

(Liao et al., 2013). 

Significant 

improvement in 

recognition rates 

Data required to cover all 

variations of occlusions is 

quite high 
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A framework based on occlusion aware face recognition approaches was proposed. It 

was loosely based on the Song et al. (2019) assumption that human visual system 

ignores occlusion and solely focuses on the non-occluded sections for recognition. 

Another motivation was, because occlusions in real world data are so many one 

cannot be able to train a model with all the occlusions for identification. Hence, 

models that discard occlusions can be used for practical applications. 

2.7 Conceptual Model 

A conceptual model was derived based on the proposed detection and exclusion of 

occluded regions approach. 

 

Figure 2.16: Conceptual model of the proposed approach 

Therefore, in this research, the proposed approach would be designed so as to 

advance the performance of face recognition in partial occlusion scenarios. Figure 
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2.16 illustrates the conceptual model for the proposed approach.  For training, face 

images with no occlusions would be used. They would be divided into sections; the 

upper, lower, left and right sections. These sections would be used in training a 

classifier. For testing, the faces with occlusions such as sunglasses and masks would 

be used. The occluded parts would be discarded and the non-occluded parts would be 

used for face recognition. This would be useful in criminal identification using face 

recognition because criminals often hide part of their faces to avoid being 

recognized. 
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CHAPTER THREE 

RESEARCH METHODOLOGY 

3.1 Introduction 

This chapter discusses the research methodology. An experimental research design 

was adopted. The proposed approach adopted, data collection, experimental set-up 

and ethical considerations are discussed. 

3.2 The Proposed Approach 

This research was based on the assumption that a partially occluded face can be 

recognized because the human visual system focuses on the non-occluded parts of 

the face (Song et al., 2019). In the proposed approach, a trained model or classifier 

would be derived from features of whole/un-occluded face images. Thereafter, the 

trained model would be used to identify or classify occluded face images. Therefore, 

the aim of this research was to develop a face recognition approach that would 

recognize faces from the non-occluded sections of an occluded face image as shown 

in Figure 3.1. 



37 

 

Figure 3.1: Representation of the approach process flow 

To develop a classification model using a whole/un-occluded face; An aligned and 

cropped whole/un-occluded face image was denoted as a Cartesian plane; the height 

of the image as the y-axis and the width as the x-axis as illustrated in Figure 3.2. 
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Figure 3.2: Representation of the face as a Cartesian plane 

Using these axes; dividing the image equally along the y-axis (height)/horizontally 

produced the upper section Fu and the lower section Fd of the face whereas dividing 

it equally along the x-axis (width) /vertically produced the left section Fl and right 

sections right section Fr of the face as shown in Figure 3.3. The height of the F is 

denoted as H and the width of F was denoted as W. Given the origin of F as (0,0): 

     (1)  

                                                                                                                  (2)  

                                                                 (3) 

                                        (4)  
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Figure 3.3: An example image from the Pubfig dataset used to demonstrate 

equation (1) to (4) 

Given a pre-trained model as M, a feature vector V is derived by passing the original 

and all other augmented face images through it. Representing each face image as Fm ; 

V= MFm             (5) 

After feature extraction, the features are normalized or scaled and dimensionally 

reduced. Given Vs as the scaled feature vectors and Vd as the dimensionally reduced 

feature vector, a classifier C is trained hence generating a trained model Tm. 

Vs= scaler(V)     (6) 

Vd= dim_reduction(Vs)   (7) 

Tm = CVd     (8) 

Where; scaler represents a scaling or normalisation algorithm and dim_reduction 

represents a dimensionality reduction algorithm.  
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To identify or recognize an occluded face images from the trained classifier/model 

derived from equation (8); the occluded face O, is divided into four sections as in 

equation (1) to (4) above to generate; Ou for the upper section, Od for the lower 

section, Or for the right section and Ol for the left section of the face as shown in 

Figure 3.4. Additionally, an illustration of this is given in Figure 3.5. 

 

Figure 3.4: Deriving Ou,Od,Ol,Or from the occluded face 

 

Figure 3.5: Deriving Ou, Od, Ol, Or from a synthetically occluded image 
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The O was used to detect the non-occluded section of the face, so that it can be used 

for the identification of the face. The strategies that were used to detect the non-

occluded section were; skin detection and haar cascade classifiers. Skin detection can 

be defined as a way of finding the skin-coloured regions and pixels in an image 

whereby the skin colour is the primary identifier of the skin (Kolkur et al., 2017). 

Skin colour can be segmented using saturation and value (HSV) and luma 

component, blue component and red component (YCbCr) colour spaces. In this 

research a combination of the watershed algorithm and the two-colour spaces was 

used (Jean, 2018). 

 A watershed algorithm is used to perform object segmentation on grayscale images. 

Viewing a grayscale image as a topographic surface; high can be denoted as a peak 

whereas low intensity as a valley. To perform separation on the images, each valley 

is filled out with water of different colours (Ray, 2020). As the water rises slowly, 

water from different valleys will start to merge. Barriers are built in the locations 

where water merges to avoid the merging. The work of filling water and building 

barriers continues until all the peaks are under water. The segmentation result is 

derived from the barriers created (OpenCv, N/A). 

After skin detection and segmentation as illustrated in Figure 3.6, the image was 

converted to grayscale. The grayscale image was divided into the four regions as 

discussed above and each region was converted to an array and its black or the 0 

values elements were summed up. The least occluded region was selected by 

identifying the minimum value of the four summed up elements’ values from the 

four regions.  
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Figure 3.6: A skin segmented face image 

The least black region = The least occluded region 

On the other hand, a haar cascade classifier is an object detection algorithm (Mittal, 

2020) that was proposed by (Viola & Jones, 2001). In this research, pre-trained haar 

cascade classifiers for the eyes, right eye, left eye and mouth were used. Some of the 

objects or regions that were detected were both eyes, to detect visibility of the upper 

section of the face, the mouth, to detect visibility of the lower section of the face, the 

right eye, to detect the visibility of the right section of the face and the left eye to 

detect the visibility of the left section of the face. 

Depending on the region that was non-occluded Ur, its corresponding section from 

the divided face sections was selected as the input to generate a feature vector from 

the pre-trained model. For example, if both eyes are detected; Ou is selected or if 

lower section has a lot of skin than other regions Od is selected as illustrated in 

Figure 3.7. 

Ur = min (Ou,Od,Or,Ol)                          (9) 

 

Figure 3.7: The least occluded region selected from Figure 3.5 

After deriving the feature vector from equation (5), the test sample feature vector 

was scaled as in equation (6) and the result projected to the dimension space of 

equation (7) to generate the final feature vector Vur that would be used to predict the 

identity of the face If  as the output. 

If= TmVur                                          (10) 
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3.2.1 The proposed detection and exclusion of occluded face regions approach 

algorithm 

The algorithm that was derived from the proposed approach was; 

1. Input: Un-occluded aligned and cropped face images Fs 

2. For each face F 

3.      Divide the face image into four sections;  

     Given H as the height of the face and W as its width and origin as (0,0); 

 

 

 

 

 

4.          For each variation and original faces from (3) as Fm  

5.                      pass it through a pre-trained deep learning model, M to extract feature vectors, 

V 

6.                     Scale the feature vectors, Vs 

7.                     Perform dimensionality reduction on Vs to produce Vd 

8.           end for 

9. end for 

10.  Train the classifier, C using Vd  

11. Output a model Tm, Tm = CVd  

12. Face recognition 

a. Input: An occluded face image O 

b. Divide the image into four regions; upper, lower, left and right sections 

Given H as the height of the face and W as its width and origin as (0,0); 
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c. Use the whole occluded image from (a) to detect the non-occluded section using 

haar cascade classifiers or skin segmentation 

d. if the features are found in a region 

e. return region for example: Ou as Ur 

f. end if 
g. Select the corresponding region of (e) from (b) 

h. if  for example Ur= Ou in equation (e) 

i. Ou from equation (b) is selected 

j. end if 

k. Use the selected region/section from (i) to retrieve a feature vector from the pre-

trained model, Vu 

l. Scale the Vu and perform dimensionality reduction by projecting the Vu it to the 

equation (6) dimension space to produce the Vur 

m. Output: identity of the face If from trained classifier Tm from (8) and the features 

Vur from (l) 

If= TmVur                

3.3 Data Collection 

A lot of data (face images) are required to evaluate performance of face recognition 

approaches. Collecting such data is time consuming and labour intensive. Secondly, 

since this research thesis was focused on improving existing algorithms as reviewed 

in the literature, choosing to work with the datasets used therein was important for 

performance comparison. There were several publicly available datasets for 

evaluating face recognition tasks but fewer in evaluating face recognition in partial 

occlusion scenarios. 

The publicly available datasets that were collected were the Webface-OCC (Huang et 

al., 2021), the labelled faces in the wild (LFW) (Huang et al., 2007), Public Figures 

Face Dataset (Pubfig) (Kumar et al., 2009), the FaceScrub dataset (Ng & Winkler, 

2014) and the extended Yale Face Database B (Yale B) (Georghiades et al., 2001) 

that was later modified to be used in this thesis and a custom dataset. The summary 

of data collected is shown in Figure 3.1. The Webface-OCC dataset contains images 
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with simulated or synthesized occlusions. It has 804,704 face images of 10,575 

subjects (Huang et al., 2021).  

The LFW dataset is set up under unconstrained environment and designed for 

unconstrained face recognition tasks. The dataset contains more than 13,000 face 

images captured under various environmental conditions collected from the web. 

This dataset has very few occluded face images. Images from the Pubfig dataset have 

large variations in parameters, scene, lighting, pose and imaging conditions since 

they were taken from uncontrolled environment and the subjects were not 

cooperative.  

 

Table 3.1: Summary of Data Collected 

 

3.4 Experimental Setup 

This section describes the tools and algorithms used in running these experiments. 

These include the system specifications, development tools, face alignment, data 

augmentation, feature extraction, classifier and occlusion detection algorithms used. 

For the Webface-OCC, Pubfig, FaceScrub and Yale B datasets, an experiment was 

Dataset No Dataset Name Images Subjects Source 

1. Webface-OCC 804,704 10,575 Authors 

2. Labelled Faces in the 

Wild (LFW) 

13,000 5,000 Kaggle 

3. Pubfig 11,790 150 Kaggle 

4. FaceScrub 45,760 526 Github 

5. Extended Yale B 16,128 28 Authors 



46 

carried out using the skin detection and haar cascades for occlusion detection and 

retrieval of the non-occluded section. While using the LFW dataset, the validation 

protocol (Huang et al., 2007) was followed. 

3.4.1 System Specifications 

The experiments were implemented on a virtual machine with Intel Xeon 5118 

2.3GHz CPU, 8 GB RAM, and an Ubuntu operating system. 

3.4.2 Development Tools  

The development tools that were used for these experiments were Python (python 

org, N/A), as the programming language. Python comes with a lot of inbuilt libraries 

like scikit-learn for machine learning and open-cv for face recognition. The Pycharm 

community edition 2021 (Jetbrains, N/A), an integrated development environment 

(IDE) was used. This Pycharm IDE is great for pure python development and it is 

also free and open-source. 

3.4.3 Data Pre-processing 

Pre-processing of data involved cropping, trimming and labelling images that had not 

been cropped nor labelled before. The images were later saved with their specific 

label, and then saved into labelled folders referred to as classes depending on their 

label. These labelled folders were finally saved into two folders those are: the 

training and testing folders. The final two folders were saved into one main folder 

labelled after its dataset name; for example, Webface-OCC dataset. 

3.4.4 Selecting the Data Sample 

Data splitting is the process of dividing a dataset into training and testing sets. This 

process is important because it helps to prevent overfitting of the model. Overfitting 

of a model happens when a model fits exactly against its training data. This leads to a 

model having a low train error and a high-test error. In other words, the model fails 
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to perform accurately on new or unseen data as expected (IBM Cloud Education, 

2021).  

A standard train-test split method could not be used in this research because it was 

approached differently and there was an imbalance in the datasets. The train data 

would only contain whole faces, whereas the test data would contain partially 

occluded faces. Therefore, the train test ratio was not of major significance in this 

research.  

The Webface-OCC dataset has both the occluded and un-occluded faces. 20 classes 

were selected randomly for this research. For the 20 classes, at most 20 whole face 

images were used per class for training, 10 occluded face images for validation and 

another 10 occluded face images for testing the model. The Pubfig, FaceScrub and 

Yale B datasets did not have occluded faces. This meant that some of the faces 

therein had to be synthetically occluded for this research. 20 classes from the Pubfig 

and FaceScrub datasets were selected for this research.  

On the other hand, all the classes (28 classes) in the Yale B dataset were used. For 

the training data, at most 20 face images were set aside for it, at most 10 face images 

for testing the approach. In all the datasets, the classes included images of both male 

and female subjects of various races and ages.  The LFW dataset was used to validate 

the approach generally using its validation protocol. For benchmark comparison, 

they recommend using 10-fold cross validation with splits they have randomly 

generated for evaluation and averaging the results. The results such as accuracy and 

receiver operating curve (ROC) are used.  

3.4.5 Face Alignment  

Face alignment is a process that ensures that the facial landmarks of a face image are 

aligned spatially. This process has been used to increase the face recognition rate 

because the geometric variations of a face are effectively reduced (Wei et al., 2020). 

The steps in face alignment include: face detection using landmark localization, 
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thereafter, using the landmarks such as eye regions to rotate, translate and scale the 

face.   

The dlib library (King, 2021) was used to detect the facial landmarks. The dlib 

library is a c++ toolkit that contains several machine learning algorithms. For this 

research the dlib’s image processing tools for frontal face detection and shape 

prediction were used. The frontal face detector function is configured to find human 

faces that look more or less towards the camera. After face detection, the 

FaceAligner class’s align method from imutils library (Rosebrock, 2021) that is 

publicly available was used to align the face. These libraries were downloaded from 

the internet and used in the experiments.  All the faces selected for the experiment in 

3.4.3 were aligned. 

3.4.6 Masking Faces from the Pubfig, FaceScrub and Yale B Datasets 

The Pubfig, FaceScrub and Yale B datasets did not contain a lot of partially occluded 

faces. Therefore, there was a need for the datasets to be partially occluded 

synthetically. An algorithm by (Mein, 2020), was used to overlay masks on the 

selected test face images. To overlay a mask on the face image; A face image is first 

resized into 500 pixels, detecting its face and facial landmarks, thereafter using these 

landmarks to overlay a mask on the face image. This has been illustrated in Figure 

3.8 and Figure 3.9. 
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3.4.7 Data Augmentation 

Due to the small size of data per class that would be used for training a classifier, at 

most 20 face images, there was a need to augment the data to create more data in a 

class. Data augmentation is the process of artificially creating new training images 

from existing training images. This can help reduce overfitting and improve 

generalization (Dvornik et al., 2021). A data augmentation algorithm (Jung, 2021), 

was used for this experiment. The algorithm is used to augment images for machine 

learning experiments. Data augmentation functions with corruptions such as noise, 

Gaussian blur, zoom blur were used as shown in Figure 3.10. 

 Additionally, other functions such as image sharpening, image multi hue saturation, 

adding canny edges, embossing and blend alpha were also used. To find out how 

many images are required to learn a class; 5, 10 and 15 augmentations were added to 

each image. In other words, 500%, 1000% and 1500% of images were added. 

Figure 3.9: A synthetically masked 

face 

 

 

Figure 3.8: Face that is not 

masked retrieved from the 

Facescrub dataset (Ng & 

Winkler, 2014) 

 



50 

 

 

 

Figure 3.10: Original face image from FaceScrub dataset (Ng & Winkler, 2014) 

with its augmentations 

An example of the image augmentations that are done are shown in Figure 3.10 

whereby; image (a) represents the shot noise corruption, (b) rotation, (c) gaussian 

blur, (d) zoom blur and (e) flipped augmentations. 

3.4.8 Feature Extraction 

This research adopted the concept of transfer learning for feature extraction. Transfer 

learning is important in developing classification models because it is rare to train a 

model from scratch due to the amount of data required (Chilamkurthy, NA). 

Therefore, pre-trained deep convolutional networks were used for feature extraction.  

For feature extraction, a pre-trained model’s weights are loaded. Once an image is 

passed through the model it returns a representation of the image as a feature vector.  

In this research, three pretrained models were used. First, the VGG (vgg11) 

(Simonyan & Zisserman, 2015) pre-trained model was selected to extract features.  A 

variation of the model was also used by (Cen & Wang, 2019) in their experiments. 

a b c d e 

Original image 
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The VGG pre-trained models are publicly available and they have demonstrated 

human level accuracy on the LFW dataset. The vgg11 model has 11 weighted layers, 

whereby 8 are convolutional layers and 3 are fully connected layers. It requires an 

RGB image of size 224 * 224 and the output is a 1000 feature vector from its third 

fully connected layer as shown in Figure 3.11. 

 

Figure 3.11: The vgg 11 input, layers and output 

For comparison purposes on which feature extractor model would work best, we 

secondly used another torch vision pretrained model ResNet (resnet18) (He et al, 

2015) and thirdly, the Inception Resnet (V1) model from (Esler, 2021) pre-trained on 

the VGGFace2 dataset. The resnet 18 model, illustrated in Figure 3.12 has 18 layers 

and requires an input image of size 224 * 224 and the output is 1000 feature vector.  
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Figure 3.12: Resnet-18 architecture retrieved from (Razman et al., 2019) 

 

On the other hand, the Inception Resnet (V1) model is a hybrid model of inception 

and Resnet model. It incorporates 3 different stem modules and reduction modules. 

Its architecture is shown in Figure 3.13. It generally requires a 299 * 299 image but 

for this experiment, a square face image of dimensions 160 * 160 was used as input 

to the pre-trained model whereby a 512-feature vector was retrieved. 

 

Figure 3.13: Schema for Inception-Resnet-v1 and Inception-ResNet-v2 networks 

Retrieved from (Szegedy et al., 2016) 

3.4.9 Feature Normalization and Dimensionality Reduction 

The feature vectors that were extracted from the pretrained models were scaled using 

the min max scaler from (Pedregosa et al., 2011). The min max scaler method was fit 

with the features and the derived scaler fit was used to transform the train and test 
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data into normalized data. Thereafter, dimensionality reduction was performed using 

linear discriminant analysis (LDA) (Pedregosa et al., 2011), to extract the most 

relevant features for training a classifier. The scaled features were projected to the 

LDA space and depending on the classes used, the features retrieved equalled to the 

total number of classes minus 1. Dimensionality reduction is important because it 

helps remove random noise that is independent, that is, it’s not correlated with the 

input and the label. It also removes unwanted degrees of freedom in that the input 

can change without the label changing (Wang & Carreira-Perpinan, 2014).  

3.4.10 Classifier Training 

A supervised learning approach was used to train the models because we had labelled 

datasets. We adopted both the linear and non-linear classifiers and the process 

followed the stages outlined in Figure 3.14. 

 

Figure 3.14: Training phase flowchart 

Three classifiers were chosen for training. The Linear discriminant analysis (LDA) 

and multi-layer perceptron (MLP) classifiers from the scikit-learn library (Pedregosa 

et al., 2011) and a custom multi-layer perceptron (Custom MLP) built from scratch 

for performance comparison with the scikit-learn classifiers. 

A linear discriminant analysis classifier finds a linear combination of features that 

separate classes of objects. It is based on the assumption that each class’s Gaussians 

share the same covariance matrix. In this research it was used as both a 
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dimensionality reduction algorithm and a classifier. It uses the Bayes’ rule for 

predictions. The LDA classifier can be represented mathematically by; 

 

Whereby; P(X|y = k) is the data for each class k 

On the other hand, a multi-layer perceptron is an algorithm that relies on the 

underlying neural network and can learn a non-linear function approximate for 

classification provided a set of features and targets. These two models work well 

with small datasets and are easily accessible from the scikit library. 

3.4.11 Trained Classifier/ Model Evaluation 

The proposed approach was based on the (Song et al., 2019) assumption on the 

availability of a partial face in a partially occluded face image. Hence it employed 

the occlusion aware approach. Therefore, given a partially occluded face, the non-

occluded section had to be detected and selected so that it could be used for 

recognition. Two strategies were used to detect occlusion and discard it; skin 

detection and the use of haar cascade classifiers to detect both eyes, mouth, left eye 

and right eye. The detection and exclusion of the occluded face regions followed the 

process shown in Figure 3.15. 
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Figure 3.15: Testing Phase flowchart 

To evaluate the classifier, we used some evaluation metrics. Evaluation metrics can 

be defined as the quantifiers of the performance of a predictive algorithm. Since this 

research was done to solve a classification problem, classification metrics such as 

accuracy, precision, recall and F1 score were used. 

3.4.11.1 Accuracy 

This metric measures the percentage of correct classifications given test data.  

Whereby; Accuracy = total number of correct predictions/total number of predictions 

3.4.11.2 Precision 

This metric measures the ratio between the true positives and all positives. It is used 

to measure all relevant data points and is also referred to as specificity of the model. 

Precision = TP/(TP+FP)   

Where TP = true positive, FP = false positive 
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3.4.11.3 Recall 

This metric measures the ability of a classification model to correctly identify true 

positives and ability to identify relevant data. It is also referred to as the true positive 

rate or sensitivity. 

Recall = TP/(TP+FN) 

Where TP = true positive, FP = false positive, FN = false 

negative 

3.4.11.4 F 1 score 

It is used to show how precise and robust the classification model is and is based on 

the precision and recall metrics. The best value of an F 1 score is 1 and the worst 

value is 0. 

3.5 Ethical Considerations 

Face recognition software use human face data for development. Such data is 

sensitive and may infringe the face image owners’ privacy. It is therefore crucial to 

observe ethical considerations before using such data. The datasets used in these 

experiments have been licensed for academic use only. This research abides by the 

regulations in those licenses. 

3.6 Conclusion 

In this chapter, the methodology adopted for this research has been discussed. The 

discussion included, the research design whereby this research adopted an 

experimental design. The data collection process, whereby, secondary data was used. 

The experimental setup; from data selection, feature extraction to training and 

evaluating models. Finally, the ethical considerations were highlighted.  
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CHAPTER FOUR 

EXPERIMENTS’ RESULTS ANALYSIS AND DISCUSSION 

4.1 Introduction 

In this chapter, results from the experiments conducted using the methodology 

discussed in the previous chapter are discussed. The detection and exclusion of 

occluded regions approach was an occlusion aware approach and based on the 

assumption by (Song et al., 2019) that is always a partial face in an occluded face 

image that can be identified by the human visual system. Therefore, we had to 

retrieve the partial section of the face that is least occluded or non-occluded region 

and use it for face recognition. To achieve this, we employed two methods; skin 

detection and haar cascades. Three pretrained models; resnet 18, vgg 11 and 

inception resnet V1 were used as feature extractors. Additionally, three classifiers; 

linear discriminant analysis (LDA), multilayer perceptron (MLP) and a custom 

multilayer perceptron (Custom MLP) were trained and evaluated in these 

experiments. The trained classifiers were evaluated using the accuracy, precision, 

recall and F1 score classification metrics. 

4.2 Experiments’ Results and Analysis 

The experiments were split into two based on the least or non-occluded region 

retrieval method. Thereafter, for each experiment, the three feature extraction models 

were also used. 

4.2.1 Non-Occluded Region Retrieval using Skin Detection 

A non-occluded region from the occluded face image was retrieved using the skin 

detection algorithm as described in the previous chapter.  

4.2.1.1 Using resnet18 as a feature extractor 

For these experiments the resnet18 pretrained model from torchvision (Torch 

Contributors, 2022) was used. 
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Table 4.1: Recognition rates using resnet18 and skin detection 

 

The performance of the models as shown in Table 4.1 using features extracted from 

the resnet18 pretrained model were low on all the datasets. The features that were 

extracted from the resnet18 the model had a negative transfer learning effect. 

Therefore, the resnet18 model could not be used as feature extractors for this 

approach. 

4.2.1.2 Using vgg11 as feature extractors 

For these experiments the vgg11 pretrained model from torchvision (Torch 

Contributors, 2022) was used. 
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Table 4.2: Recognition rates using vgg11 and skin detection 

 

The performance in Table 4.2 using features extracted from the vgg11 pretrained 

model were too low compared to state-of-art models. There was negative transfer 

learning using vgg11 as a feature extractor model for this approach. Therefore, the 

vgg11 model could not be used as feature extractors for this approach. 

4.2.1.3 Using Inception Resnet (V1) as a feature extractor 

For these experiments the inception resnet V1 pretrained model (Esler, 2021) was 

used. 
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Table 4.3: Recognition rates using Inception Resnet (V1) and skin detection 

 

Table 4.3 shows results that were obtained using the Inception Resnet V1 pretrained 

model and skin detection as the occlusion detection method. From the results above 

it’s very clear that the model performed well on the testing set. The varying scores of 

precision, recall and F1 score in the test set shows that the model performed lower 

compared to the results in Table 4-6. The results were lower because some of the 

synthetically occluded images in the test sets had been occluded by objects coloured 

in the same colour space as human skin. Therefore, the detection of the non-occluded 

section or human skin failed for some images leading to wrong classification. 

4.2.2 Non-Occluded Region Retrieval using Haar Cascade Classifiers 

For these experiments haar cascade classifiers were used to detect the non-occluded 

region/section of the occluded face as described in the previous chapter.  

4.2.2.1 Using resnet18 as a feature extractor 

For these experiments the resnet18 pretrained model from torchvision (Torch 

Contributors, 2022) was used as a feature extractor. 



61 

Table 4.4: Recognition rates using resnet18 and haar cascade classifiers 

 

The performance of the models as shown in Table 4.4 are low for face recognition 

problems. There was a negative learning effect using the resnet18 model features. 

Therefore, the resnet18 pretrained model could not be used as feature extractors for 

this approach. 

4.2.2.2 Using vgg11 as a feature extractor 

The vgg11 pretrained model from torchvision (Torch Contributors, 2022) was used 

as a feature extractor in these experiments. 
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Table 4.5: Recognition rates using vgg11 and haar cascade classifiers 

 

The performance of the models as shown in Table 4.5 using features extracted from 

the vgg11 pretrained model was low compared to state of art models. The features 

had a negative learning effect. Therefore, the vgg11 model could not be used as 

feature extractor for this approach.  

4.2.2.3 Using Inception Resnet (V1) as a feature extractor 

The inception resnet V1 pretrained model (Esler, 2021) was used as a feature 

extractor for these experiments. 
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Table 4.6: Recognition rates using Inception Resnet (V1) and haar cascade 

classifiers 

 

Using the haar cascade classifiers showed improved results as shown in Table 4.6 

compared to the results in Table 4-3 on the same datasets and feature extractor.  The 

haar cascade classifiers depend on the objects being detected and not the human skin. 

Therefore, the colour of the objects used for occlusion did not affect the performance 

of the cascade classifier. On the other hand, the results are a bit lower in other 

datasets compared to the skin detection because haar cascade classifiers misclassify 

objects from time to time. The values of accuracy, precision, recall and F1 score 

show that the classifiers/models trained well.  

4.2.3 Performance on the LFW Dataset 

To evaluate the performance of the proposed approach on the LFW dataset, we used 

their validation protocol. We therefore, did not use partially occluded face images 

nor detect occluded face regions. The experiment was done for a general comparison 

of the proposed approach to that of the state-of-the-art models. We used the pairs 

dataset set for verification which gave a 92% accuracy rate. The performance was 

lower compared to the state-of-the-art models. 
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4.2.4 Recognition Rates under Different Block Occlusion Coverage Area 

The effect of occlusion on face recognition rates was looked into in this research. For 

this experiment a black box was randomly placed on the test images to cover 30 to 

80 percent of the faces. These test images were used to test the performance of the 

approach under different occlusion percentages. The results are shown in Figure 4.1. 

 

Figure 4.1: Recognition rates with different block occlusion percentages on the 

FaceScrub dataset 

 

Figure 4.2: A face image retrieved from the FaceScrub dataset with 80% block 

occlusion 

The chart in Figure 4.1 above shows the relationship between block occlusion and 

identification/recognition rate. An example of an occluded face image with 80% 

block occlusion is shown in Figure 4.2. There is a steady decrease in recognition 
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rates as the block occlusion area increases. As the block occlusion area on the face 

increases, the quality of usable features that can be used for recognition also 

decreases significantly. From the figure above the recognition rate decreased from 

94% at 30% occlusion area to 8% at 80% occlusion coverage area. Therefore, 

occlusion affects face recognition rate significantly. 

 

Figure 4.3: Performance comparison among different least occluded face 

sections 

A performance comparison among different least occluded regions was done as 

shown in Figure 4.3. The performance comparison was among, the top section of the 

face that consists of some part of the nose, both eyes and forehead. The bottom 

section, that contains part of the nose and cheeks, mouth and chin. The left section of 

the face that has the left eye and left cheek and the right section of the face that has 

the right eye and right cheek. Figure 4.3 shows that when the top section of the face 

is least occluded it performs better than all other sections.  

The top sections of the face contains both eyes and a study by Keil (2009) found out 

that the brain used the eyes as the principal source of information for face 

recognition followed by the mouth and nose. Additionally, eyes are less prone to 
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noise compared to other parts of the face. Therefore, the upper section gave better 

results because, the CNNs are developed to extract features similar to the way human 

visual cortex does. Additionally, this could also explain why the left and right 

sections of the face performed better as they contain an eye compared to the bottom 

section of the face.  

4.3 Discussion  

This research was aimed at developing a face recognition approach robust to partial 

occlusions. For this to done the existing face recognition approaches robust to partial 

occlusions had to be investigated and their strengths and weaknesses identified as 

discussed in chapter two. Based on the findings in chapter two an approach from 

existing approaches was developed as defined in the methodology section in chapter 

three. Thereafter, the performance of the face recognition approach to partial 

occlusions developed was evaluated as was done in this chapter by using measures of 

accuracy, precision, recall and F1 score. 

The developed approach was based on the assumption by (Song et al., 2019) that 

human visual system ignores occlusion and solely focuses on the non-occluded 

sections for recognition. It was based on an occlusion aware approach; therefore, the 

occluded parts were discarded during recognition. The detection and exclusion of 

occluded regions adopted two methods; use of haar cascade classifiers (Alexey, 

2015) and use of skin detection (Jean, 2018).   

Transfer learning was adopted for feature extraction using pretrained deep neural 

networks as done by (Cen & Wang, 2019). Three deep CNNs pretrained models; 

resnet18 (He et al, 2015), vgg11(Simonyan & Zisserman, 2015) and Inception 

Resnet V1(Esler, 2021) were used. Three classifiers were used for training; the linear 

discriminant analysis (LDA), the multi-layer perceptron (MLP) and a custom multi-

layer perceptron (Custom MLP). The approach was evaluated on the Webface-OCC, 

Pubfig, FaceScrub, Yale B and LFW datasets. The developed approach was 

evaluated using accuracy, precision, recall and F1 score classification metrics. 
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4.3.1 Summary of Key Findings 

The results obtained suggests that using haar cascade classifiers as the occlusion 

detection method, use of a pretrained model, Inception Resnet (V1) as a feature 

extractor and used linear discriminant analysis (LDA) as a classifier yields the 

highest performance in terms of accuracy, precision, recall and F1 score among all 

datasets as evidenced in Table 4.6.  There was significant improvement in 

performance using Inception Resnet (V1) as the feature extractor model. This could 

be attributed to the architecture of the Inception Resnet (V1) model uses multiple 

kernels for different sizes in one layer for effective recognition of variable sized 

features. Secondly, it could be due to the dataset used in training the model; the 

Inception Resnet (V1) used in this experiment was pretrained on the VGGFace2 

dataset whereas the vgg11 and resnet18 are pretrained on the ImageNet dataset. 

Therefore, the final approach was built based on; using Inception Resnet(V1) as a 

feature extractor, haar cascade classifiers as the occlusion detection method and use 

of Linear Discriminant Analysis (LDA) as the classifier/model. The detection and 

exclusion of occluded face regions approach is shown in Figure 4.3. 
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Figure 4.4: The detection and exclusion of occluded face regions approach



69 

 

The developed detection and exclusion of occluded face regions approach was 

evaluated using the accuracy, precision, recall and f1 score classification metrics. 

The results obtained are shown in Table 4.7. 

Table 4.7: Performance of the detection and exclusion of occluded face regions 

approach 

Dataset Accuracy  

(%) 

Precision  

(%) 

Recall (%) F1 score  

(%) 
 

Webface-OCC 92 93 92 92  

Pubfig 96 97 96 96  
FaceScrub 92 94 92 92  

Yale B 96 97 96 96  

LFW 92 - - -  

For all the experiments that were run on the different datasets, the accuracy, 

precision, recall and F1 score had high values, close to 100% and the values were 

almost similar. This meant that the approach performed well in the classification 

task. These results, therefore, support the assumption by (Song et al., 2019) that a 

face can be recognised by excluding the face’s occluded regions and focusing only 

on the non-occluded region. 

The effect of occlusion on face identification/recognition rates was also observed as 

shown in Figure 4.1. The rate of face recognition/identification rates decreases as the 

size/coverage of occlusion area increases. 

4.3.2 Comparison of Results with those of Existing Approaches 

The performance of the other occlusion robust approaches is validated in literature 

using accuracy score (Song et al., 2019), (Iliadis et al., 2017) and receiver operating 

characteristic (ROC) (Liao, et al., 2013) as the evaluation metrics. Therefore, to 

compare the performance of our approach to those in literature we used the accuracy 
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score and ROC curve. The performance of our approach to those in literature is 

shown in Table 4.8. 

 

Table 4.8: Performance comparison of various approaches to ours 

 

The results in Table 4.8 show that our approach performed highly compared to the 

state-of-the-art model on the FaceScrub and Yale B datasets. For (Song et al., 2019), 

they synthesized the FaceScrub dataset using different objects like sunglasses, book, 

phone. On the other hand, the FaceScrub dataset adopted for this research used 

masks as the only occlusion synthesis. Unlike (Song et al., 2019), our approach did 

not require occluded face images as part of the training set. Song et al. (2019), used 

the whole dataset for their experiment whereas we only used 20 classes. The high 

performance of our approach could be attributed to the exclusion/discarding of 

occluded regions before performing recognition. The use of non-occluded faces for 

training meant that the weakness of requiring all variation of occlusions to be used 

was mitigated. 
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For the Yale B dataset, the performance of our approach to that of (Iliadis et al., 

2017) was almost similar. Our approach performed slightly higher than theirs with 

0.18% increase as shown in Table 4.8. Iliadis et al. (2017) performed their 

experiments using block occlusions on the Yale B dataset whereas we synthesized 

the Yale B dataset using masks. Iliadis et al. (2017), used block occlusions at 60% 

whereas our synthesized mask was approximately at 50%. Our approach performed 

slightly better due to the discarding of the occluded regions before recognition.  

The LFW dataset is used as a benchmark dataset in verifying Face recognition 

systems. There are many ways one can use them. One is doing the verification by 

identifying the images in the dataset and another way is using the LFW validation 

protocol (Huang et al., 2007) which was used in these experiments. From the Table 

4.8 above, it is clearly shown that our approach performed lower in comparison to 

(Song et al., 2019). This could be attributed to the use of transfer learning for our 

model as compared to theirs in which they trained their model using 0.49 million 

training data. Despite the lower performance, the approach is still useful for 

performing face recognition with partial occlusions. 

For Liao et al. (2013), they conducted an experiment 83 face images from 83 

subjects plus the 5,000 images of 5,000 images from LFW dataset (Huang et al., 

2007). On our part we used at most 20 images from 20 subjects for training and at 

most 10 images for testing from the Pubfig dataset (Kumar et al., 2009). 
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From Figure 4.5 and 4.6 it can clearly be shown that both the approaches perform 

well. However, it was challenging to compare the performance of these approaches 

because they all had different set up in terms of data and how that data was used to 

run the experiments. The Webface-OCC (Huang et al., 2021) was a new benchmark 

dataset and its validation protocol could not be adopted for this research. 

4.4 Effect of the Number of Images in Learning a Class 

To study the number of images required to learning a class effectively; experiments 

were run on a subset of the Pubfig dataset. The experiments involved running it non 

augmented data 0, data that had 5, 10 and 15 augmentations. A slight improvement in 

Figure 4.5: ROC curves from the 

Pubfig dataset (Kumar et al, 2009) 

from (Liao et al., 2013) 

Figure 4.6: ROC curves 

from the Pubfig dataset 

(Kumar et al., 2009) our 

experiments 
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the recognition rate was observed as the number of images increased as shown in 

Figure 4.7. 

 

Figure 4.7: Chart showing the effect of number of images on recognition rate 

4.5 Limitations of the Research 

There was lack of adequate computing resources in terms of random-access memory 

therefore, the sample size used in running these experiments was small. Secondly, 

despite the efforts put in to acquire the real world occluded and common dataset 

among the state-of-art approaches, the AR dataset, for use in this research, it was not 

accessible. 

Thirdly, synthetically occluded images with realistic occlusions such as masks, 

clothes, sunglasses were used to test the model. To study the occlusion effect on 

recognition rates, a random black rectangle was used. Therefore, this research did not 

cover other artificial occlusions such as random objects, for example; cats, cups and 

hands on the face images. 

Finally, comparing this approach to the state-of-art models was challenging due to 

limited number and accessibility of standard benchmark datasets with partial 

occlusions. Additionally, every state-of-art approach used different datasets with 

different synthesized occlusions, training and validation protocols.  
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4.6 Research Outputs 

i. The data used for this approach reflected real world occlusions and the 

approach performed fairly compared to the state-of-the-art approaches.  

ii. It used less data in training as compared to deep learning models that require 

a lot of data to perform better, therefore, the approach can be used in real 

world applications. 

iii. The use of non-occluded faces for training meant that the weakness of 

requiring all variation of occlusions to be used was mitigated. 

iv. As the approach performed well in terms of accuracy, precision, recall and F1 

score it can be integrated into criminal identification systems because; 

criminals have a tendency to hide part of their faces when committing crimes, 

therefore the will identified. 

v. A new benchmark dataset, Webface-OCC was used in this research was used 

and the results were comparative to the state-of-art face recognition 

approaches robust to partial occlusions as it was close to the perfect score of 

100%. 

4.7 Summary 

The chapter looked into the experiments’ results and the derived detection and 

exclusion of occluded face regions approach. The effect of occlusion on face 

recognition/identification rates was also observed in this research. The performance 

of the approach was evaluated and its results were compared to those existing in 

literature. Finally, the limitations of conducting this research and the research outputs 

were outlined. 
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CHAPTER FIVE 

SUMMARY, CONCLUSIONS AND FUTURE WORK 

5.1 Introduction 

This chapter briefly highlights this research’s summary, conclusions and 

recommendation for future work.  

5.2 Research Summary 

Partial face occlusions such as scarfs, masks and sunglasses compromise face 

recognition accuracy. This research was aimed at developing a face recognition 

approach robust to partial occlusions. Based on the findings in chapter two an 

approach from existing approaches was developed as defined in the methodology 

section in chapter three. The developed approach was based on the assumption that 

the human visual system ignores occlusion and solely focuses on the non-occluded 

sections for recognition. It was an occlusion aware approach; therefore, the occluded 

parts were discarded during recognition. The detection and exclusion of occluded 

regions adopted two methods; use of haar cascade classifiers and use of skin 

detection. 

The derived approach was based on an occlusion aware approach. The least occluded 

region of the face was retrieved from a partially occluded face and used for 

recognition. The final approach used the Inception Resnet V1 as a feature extractor, 

haar cascades as the least occluded region retrieval technique, LDA as both a 

dimensionality reduction algorithm and a classifier. 

The performance of the face recognition approach to partial occlusions developed 

was evaluated as was done in chapter four by using measures of accuracy, precision, 

recall and F1 score. The approach performed relatively well in the classification task 
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with an accuracy of 92% on the Webface-OCC, 96% on the Pubfig, 92% on the 

FaceScrub, 96% on the Yale B and 92% on the LFW datasets. 

5.3 Conclusions 

In this research a face recognition approach that is robust to partial occlusions was 

developed. The effect of occlusion on performance of face recognition was also 

observed in this research and it showed that performance decreases as occlusion 

increases. The approach mitigated some of the state-of-the-art weaknesses such use 

of large volumes of data, where our approach only required at most 20 samples from 

each for training. Secondly, other approaches did not use datasets that reflected real 

world occlusion scenarios, our approach used the new synthetically occluded 

Webface-OCC dataset and an algorithm was used to synthetically occlude the 

Pubfig, FaceScrub and Yale B datasets by drawing masks on the face images to 

reflect the real-world scenario.  

Finally, the problem that all types of occlusion variations for better performance was 

mitigated as the approach did not require occluded faces for training; it used non-

occluded/whole face images. Additionally, such an approach’s algorithm can be used 

in criminal identification systems because; criminals have a tendency to hide part of 

their faces when committing crimes. 

5.4 Future Work   

For future work, we plan to investigate if the approach is robust to scaling in terms of 

increasing the number of classes or faces. We will also perform an analysis on its 

computational complexity. Additionally, we will investigate on how to improve 

recognition rates on the sections or regions of the face like the mouth and nose. 

On the other hand, we recommend that further research should be conducted on 

occlusion detection especially in the areas of skin detection and the improvement of 

haar cascade classifiers. The recognition rates dropped significantly beyond 60% 

occlusion coverage using this approach. Further research, should therefore be 

conducted to improve recognition rates beyond 60%occlusion coverage area. More 
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experiments should be conducted on the new benchmark dataset (Webface-OCC) for 

performance comparison and improvement on the results obtained. Finally, more 

datasets with real world occlusions should be developed. 
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Appendix II: Sample codes 

#pretrained model 

facenet = InceptionResnetV1(pretrained='vggface2').eval() 

new_model=facenet 

device = torch.device('cuda:0' if torch.cuda.is_available() else 

"cpu") 

new_model = new_model.to(device) 

 

#classifiers 

lda = LinearDiscriminantAnalysis() 

mlp =OneVsRestClassifier(MLPClassifier(solver='adam', alpha=1e-5, 

hidden_layer_sizes=(5000,), random_state=0, max_iter=2500, 

                  learning_rate_init=0.0008, tol=1e-2)) 

 

#derive face sections/regions 

 

def divideImages(img): 

    height, width, channels = img.shape 

    width_cutoff = width // 2 

    s1 = img[:, :width_cutoff] 

    s2 = img[:, width_cutoff:] 

 

    height_cutoff = height // 2 

    s3 = img[:height_cutoff, ] 

    s4 = img[height_cutoff:, ] 

 

    return s1, s2, s3, s4 

 

#skin detection 

def detskin2(img): 

    detector = skinDetector(img) 

    theoutput = detector.find_skin() 

    return theoutput 
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#feature extraction 

 

def featureextractionVgg(img): 

    img = transform(img) 

    img = img.reshape(1, 3, 160, 160) 

    # extract features, don't need gradient 

    with torch.no_grad(): 

        # Extract the feature from the image 

        feature = new_model(img) 

        # Convert to np array, reshape and save it to a variable 

        feature = feature.cpu().detach().numpy().reshape(-1) 

        return feature 

 

#feature scaling 

 

def scaletrainencodings(the_scaler, the_encodings): 

    the_scaler.fit(the_encodings) 

    transformed_encodings = the_scaler.transform(the_encodings) 

    return the_scaler, transformed_encodings 

#model training 

 

def model_training(the_face_labels, 

the_face_encodings,the_classifier): 

    face_encodings = np.asarray(the_face_encodings) 

    face_labels = the_face_labels 

    the_model = the_classifier.fit(face_encodings, face_labels) 

    score = the_model.score(face_encodings, face_labels) 

    return the_model,score 

 

#model testing 

 

def model_testing(the_model, test_encodings, test_labels): 

    the_test_ncodings_val_std = np.asarray(test_encodings) 

    test_labels = test_labels 

    since = time.time() 

    #the_predictions = the_model.predict(the_test_ncodings_val_std) 

    the_score = the_model.score(the_test_ncodings_val_std, 

test_labels) 

    print("testing complete") 

    return the_score 
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#haar features 

downloaded_haars = 'OpenCV-detection-models-master/haarcascades/' 

face_cascade = cv2.CascadeClassifier(cv2.data.haarcascades + 

'haarcascade_frontalface_default.xml') 

eye_cascade = cv2.CascadeClassifier(cv2.data.haarcascades + 

'haarcascade_eye.xml') 

mouth_cascade = cv2.CascadeClassifier(downloaded_haars + 

'haarcascade_mcs_mouth.xml') 

left_eye = cv2.CascadeClassifier(downloaded_haars + 

'haarcascade_mcs_lefteye.xml') 

right_eye = cv2.CascadeClassifier(downloaded_haars + 

'haarcascade_mcs_righteye.xml') 

 

#detect left eye 

def detect_left_eye(gray, height): 

    left_eye = left_eye.detectMultiScale(gray) 

    if len(left_eye) > 0: 

        for (ex, ey, ew, eh) in left_eye: 

            if ey + eh > height / 2: 

                return "no eyes" 

            else: 

                return "1" 

    else: 

        return "no eyes" 

 

 

#detect right eye 

 

def detect_right_eye(gray, height): 

    right_eye = right_eye.detectMultiScale(gray) 

    if len(right_eye) > 0: 

        for (ex, ey, ew, eh) in right_eye: 

            if ey + eh > height / 2: 

                return "no eyes" 

            else: 

                return "2" 

    else: 

        return "no eyes" 

 

 

#detect both eyes 

 

def detect_eyes(gray, height): 

    eyes = eye_cascade.detectMultiScale(gray) 

    if len(eyes) > 0: 

        for (ex, ey, ew, eh) in eyes: 

            if ey + eh > height / 2: 
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                return "no eyes" 

            else: 

                return "3" 

    else: 

        return "no eyes" 

 

#detect mouth 

 

def detect_mouth(gray, height): 

    eyes = mouth_cascade.detectMultiScale(gray, 1.2, 5) 

    if len(eyes) > 0: 

        for (ex, ey, ew, eh) in eyes: 

            if ey + eh < height / 2: 

                return "no mouth" 

            else: 

                return "4" 

    else: 

        return "no mouth" 

 

 

def select_region(img): 

    gray = cv2.cvtColor(img, cv2.COLOR_BGR2GRAY) 

 

    height = np.size(img, 0) 

    eyes = detect_eyes(gray, height) 

    if eyes == "3": 

        return "3" 

    else: 

        mouth = detect_mouth(gray, height) 

        if mouth == "4": 

            return "4" 

        else: 

            left_eye = detect_left_eye(gray, height) 

            if left_eye == "1": 

                return "1" 

            else: 

                right_eye = detect_right_eye(gray, height) 

                if right_eye == "2": 

                    return "2" 

                else: 

                    return "hello" 

def display_image(img,thelabel): 

    detector = dlib.get_frontal_face_detector() 

    input_img = cv2.cvtColor(img, cv2.COLOR_BGR2RGB) 

    img_h, img_w, _ = np.shape(input_img) 

 

    detected = detector(input_img, 1) 

 

    for i, d in enumerate(detected): 

        x1, y1, x2, y2, w, h = d.left(), d.top(), d.right() + 1, 

d.bottom() + 1, d.width(), d.height() 

        cv2.rectangle(img, (x1, y1), (x2, y2), (255, 0, 0), 2) 

 

    cv2.imshow(thelabel, img) 

    cv2.waitKey() 
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