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Abstract

Owing to the rapidly increasing number of users in the wireless technology and the

renovation of voice-only communications to multimedia applications, increasing

efficiency of spectrum usage is an urgent and reliable solution. Cognitive radio is

considered as a promising candidate to be employed in such systems as they are

aware of their operating environments and can be trained to dynamically and

autonomously adjust its radio operating parameters accordingly.

The objective of this research is to design, analyze and simulate a more reliable

cooperative cognitive radio network that is able to establish a virtual wireless link

before the actual communication starts. A system model for the cognitive radio

network is developed and a virtual wireless link selection (VWLS) algorithm for

cooperative cognitive radio networks is then developed.

The virtual wireless link is used to carry out the end-to-end data transmission. The

VWLS algorithm is then analyzed and computer simulated to show the impact of the

virtual link on the performance of the network. To interpret the simulation results and

explicate the relation between the number of available free channels and number of

virtual links to be established, the idea of probability theory is used.

Performance evaluation shows significant improvements not only in the secondary

users blocking and forced termination probabilities but also in the throughput of

cognitive users. By demonstrating the performance improvement of the cognitive

radio network (CRN) with the help of the newly developed algorithm, it is proved

that the reliability is also enhanced.
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CHAPTER 1: INTRODUCTION

1.1 Background

In the background section, characteristics of the wireless communication system are

discussed along with its technical challenges. According to Molisch [1], the most

notable technical challenges of wireless communications are multipath propagation,

spectrum limitations, spectrum sharing issues, energy limitations and user mobility.

1.1.1 Multipath Propagation

The characteristics of a wireless communication channel between transmitter and

receiver controls the performance of the overall system [2]. For wireless

communications, the transmission medium is the radio channel between transmitter

(TX) and receiver (RX). The signal can get from the TX to the RX via a number of

different propagation routes. In some cases, a Line of Sight (LOS) connection might

exist between TX and RX. Furthermore, the signal can get from the TX to the RX by

being reflected at, scattered or diffracted by different Interacting Objects (IOs) in the

environment: houses, mountains (for outdoor environments), windows, walls, etc.

The number of these possible propagation paths is very large. Signal components

following each of the paths has a distinct amplitude, delay (runtime of the signal),

direction of departure from the TX, and direction of arrival at the RX; most

importantly, the components have different phase shifts with respect to each other [3].

Multipath can significantly degrade performance of wireless systems, and proposals

to alleviate the effects of multipath include equalization, spread spectrum and

multicarrier modulation. Among the main effects of multipath propagation are fading

and intersymbol interference (ISI).

i. Fading

Rapid phase changes in each multipath component gives rise to constructive and

destructive addition of the multipath components comprising the received signal,



2

which in turn causes rapid variation in the received signal strength. This phenomenon

is called fading. Communication systems operate in diverse environments, including

those susceptible to fading. That is why spectrum sensing must be analyzed in fading

environments [2].

Figure 1.1: Principle of small-scale fading

A simple RX cannot differentiate between the different Multi Path Components

(MPCs); it just adds them up, so that they interfere with each other. The interference

between them can be constructive or destructive, depending on the phases of the

MPCs [1] as shown in Figure 1.1 above.

The phase of the nth time varying MPC is given by the equation:

(ݐ)ߔ = ߨ2 ݂ ߬(ݐ)− ߔ − ߔ (1.1)

where ݂ is the carrier frequency, ߬(ݐ) is the time varying nth path delay, ߔ is the

nth path Doppler phase shift and ߔ is the random phase offset of the carrier. The

phases, in turn, depend mostly on the run length (the path length) of the MPC, and
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thus on the position of the Mobile Station (MS) and the IOs. For this reason, the

interference, and thus the amplitude of the total signal, changes with time if TX, RX,

or IOs is moving. This effect – namely, the changing of the total signal amplitude due

to interference of the different MPCs – is called small-scale fading which is also

shown in Figure 1.1. Furthermore, the amplitudes of each distinct MPC vary with

time (or with location).

Obstacles can lead to a shadowing of one or several MPCs. Generally shadowing is

caused by obstacles between the TX and RX that attenuate signal power through

absorption, reflection, scattering, and diffraction. Since variations due to shadowing

occur over relatively large distances, this variation is sometimes referred to as large-

scale propagation effect i.e. shadowing gives rise to large-scale fading. Large-scale

and small-scale fading overlap, so that the transmission quality (signal strength) is

low at the times (or places) with low signal amplitude. This can lead to bad speech

quality (for voice telephony), high Bit Error Rate (BER) and low data rate (for data

transmission), and if the quality is too low for an extended period of time, this leads

to termination of the connection [1]. It is well known from conventional digital

communications that for nonfading communication links i.e. Additive White

Gaussian Noise ( AWGN) channel, the BER decreases approximately exponentially

with increasing Signal-to-Noise Ratio (SNR) if no special measures are taken.

However, in a fading channel, the SNR is not constant; rather, the probability that the

link is in a fading dip (i.e., location with low SNR) dominates the behaviour of the

BER [3]. For this reason, the average BER decreases only linearly with increasing

average SNR. Consequently, improving the BER often cannot be achieved by simply

increasing the transmit power. Rather, more sophisticated transmission and reception

schemes have to be used. Due to fading, it is almost impossible to exactly predict the

received signal amplitude at specific locations. For many aspects of system

development and deployment, it is considered sufficient to predict the mean

amplitude and the statistics of fluctuations around that mean.
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ii. Intersymbol Interference

The path lengths as well as the runtimes for distinct MPCs are different. It is already

mentioned above that this can lead to different phases of MPCs, which leads to

interference in narrowband systems [1]- [3]. In a system with large bandwidth, and

thus good resolution in the time domain, the major consequence is signal dispersion

or spreading: in other words, the impulse response of the channel is not a single delta

pulse but rather a series of pulses (corresponding to different MPCs), each of which

has a distinct arrival time in addition to having a different amplitude and phase. This

signal dispersion leads to InterSymbol Interference (ISI) at the RX. MPCs with long

runtimes, carrying information from bit k, and MPCs with short runtimes, carrying

contributions from bit k + 1 arrive at the RX at the same time, and interfere with each

other. Assuming that no special measures are taken, this ISI leads to errors that cannot

be eliminated by simply increasing the transmit power, and are therefore often called

irreducible errors. The time-varying channel impulse response is given by:

(ܿ (ݐ߬, = ∑ −߬)ߜః(௧)ି݁(ݐ)ߙ ߬(ݐ))
ே(௧)
ୀ (1.2)

where (ݐ)ܰ is the number of resolvable MPCs, (ݐ)ߙ is the amplitude of the n
th

MPC,

(ݐ)ߔ is the phase of the n
th

MPC, ߬(ݐ) is the delay associated with the n
th

MPC and ߜ is the

impulse function, n=0 corresponds to the LOS path. The time-invariant channel impulse

response for discrete MPCs is then given as:

(ܿ )߬ = ∑ ݁ߙ
ିఃߜ(߬− ߬)ே

ୀ (1.3)

For continuum MPCs, the time-invariant channel impulse response is:

(ܿ )߬ = )ߙ )߬݁ିః (ఛ) (1.4)

ISI is essentially determined by the ratio between symbol duration and the duration of

the impulse response of the channel according to Goldsmith [3]. This implies that ISI
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is not only more important for higher data rates but also for multiple access methods

that lead to an increase in transmitted peak data rate (e.g., time division multiple

access (TDMA)). Eventually, it is also worth mentioning that ISI can even play a role

when the duration of the impulse response is shorter (but not much shorter) than bit

duration.

1.1.2 Spectrum Limitations

The design of wireless networks differs from wired network design due to the nature

of the wireless channel. Firstly, the radio spectrum is a limited resource that must be

allocated to different applications and systems efficiently [1]. The exploitable

spectrum available for wireless communications services is limited, and regulated by

international agreements. For this reason, the spectrum has to be used in a highly

efficient manner. Two approaches are used: regulated spectrum usage, where a single

network operator has control over the usage of the spectrum, and unregulated

spectrum, where each user can transmit without additional control, as long as she/he

complies with certain restrictions on the emission power and bandwidth. Spectrum

can also be very costly since in many countries spectral licenses are often auctioned

to the highest bidder. Hence, the spectrum obtained through these auctions must be

used extremely efficiently to get a reasonable return on its investment, and it must

also be reused repeatedly in the same geographical area, thus demanding cellular

system designs with high capacity and good performance.

The part of the electromagnetic (EM) spectrum that includes radio frequencies (RF)

extends from about 9 KHz to 300 GHz, although radio wave propagation is actually

possible down to a few kilohertz. It is evident that different frequency ranges are most

favourable for different applications [1]. Low carrier frequencies usually propagate

more easily, so that a single base station (BS) can cover a large area. On the other

hand, absolute bandwidths are smaller, and the frequency reuse is not as efficient as it

is at higher frequencies. For this reason, low frequency bands are best for services

that require good coverage, but have a small aggregate rate of information that has to

be exchanged as a trade-off. Typical cases in point are paging services and television;

paging is suitable because the amount of information transmitted to each user is
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small, while in the latter case, only a single information stream is sent to all users. For

cellular systems, low carrier frequencies are ideal for covering large regions with low

user density especially in the rural areas. For cellular systems with high user

densities, as well as for wireless local area networks (WLANs), higher carrier

frequencies are usually more desirable.

Given that spectrum is limited, the same spectrum has to be used for different

wireless connections in different locations [2]. For this purpose, the area (a region, a

country, or a whole continent) is divided into a number of cells; the available

frequency channels are also divided into several groups. The channel groups are now

assigned to the cells. The important thing is that channel groups can be used in

multiple cells. The only requirement is that cells that use the same frequency group

do not interfere with each other significantly. The threshold for significant

interference (i.e., the admissible signal-to-interference ratio) is determined by

modulation and reception schemes, as well as by propagation conditions.

Figure 1.2 illustrates the concept of cellular frequency reuse, where cells labelled with

the same letter use the same group of channels. The frequency reuse plan is overlaid

upon a map to indicate where different frequency channels are used. The hexagonal

cell shape shown in Figure 1.2 is conceptual and is a simplistic model of the radio

coverage for each base station, but it has been universally adopted since the hexagon

permits easy and manageable analysis of a cellular system. The actual radio coverage

of a cell is known as the footprint and is determined from field measurements or

propagation prediction models. Although the real footprint is amorphous in nature, a

regular cell shape is needed for systematic system design and adaptation for future

growth. While it might seem natural to choose a circle to represent the coverage area

of a base station, adjacent circles cannot be overlaid upon a map without leaving gaps

or creating overlapping regions. Thus, when considering geometric shapes which

cover an entire region without overlap and with equal area, there are three sensible

choices—a square, an equilateral triangle, and a hexagon. A cell must be designed to

serve the weakest mobiles within the footprint, and these are typically located at the
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edge of the cell. For a given distance between the centre of a polygon and its farthest

perimeter points, the hexagon has the largest area of the three. Thus, by using the

hexagon geometry, the fewest number of cells can cover a geographic region, and the

hexagon closely approximates a circular radiation pattern which would occur for an

omnidirectional base station antenna and free space propagation. Of course, the actual

cellular footprint is determined by the contour in which a given transmitter serves the

mobiles successfully.

Figure 1.2: Illustration of the cellular frequency reuse concept [2]

1.1.3 Spectrum Sharing Issues

Spectral sharing in communication systems, also called multiple-access, is done by

dividing the signalling dimensions along the time, frequency, and/or code space axes

[1]- [2]. In frequency-division multiple-access (FDMA) the total system bandwidth is

divided into orthogonal frequency channels. In time-division multiple access
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(TDMA) time is divided orthogonally and each channel occupies the entire frequency

band over its assigned timeslot. TDMA is more difficult to implement than FDMA

since the users must be time-synchronized. However, it is easier to accommodate

multiple data rates with TDMA since multiple timeslots can be assigned to a given

user. Code-division multiple-access (CDMA) is typically implemented using direct-

sequence or frequency-hopping spread spectrum with either orthogonal or non-

orthogonal codes. In direct-sequence each user modulates its data sequence by a

different chip sequence which is much faster than the data sequence. In the frequency

domain, the narrowband data signal is convolved with the wideband chip signal,

resulting in a signal with a much wider bandwidth than the original data signal [2].

1.1.4 Limited Energy

Truly wireless communications requires not only that the information be sent over the

air (not via cables) but also that one-way or rechargeable batteries power the MS [1].

Otherwise, an MS would be tied to the “wire” of the power supply; batteries in turn

impose restrictions on the power consumption of the devices. The requirement for

small energy consumption results in several technical imperatives as explained below:

 The power amplifiers in the transmitter have to have high efficiency. As

power amplifiers account for a considerable fraction of the power

consumption in an MS, mainly amplifiers with efficiency above 50% should

be used in MSs. Such amplifiers – specifically, class-C or class-F amplifiers –

are highly nonlinear. As a consequence, wireless communications tend to use

modulation formats that are insensitive to nonlinear distortions. For example,

constant envelope signals are preferred.

 Signal processing must be done in an energy-saving manner. This implies that

the digital logic should be implemented using power-saving semiconductor

technology like Complementary Metal Oxide Semiconductor (CMOS), while

the faster but more power-hungry approaches like Emitter Coupled Logic

(ECL) do not seem suitable for MSs. This restriction has important
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consequences for the algorithms that can be used for interference suppression,

combating of ISI, etc.

 The RX (especially at the BS) needs to have high sensitivity. For example,

Global System for Mobile Communications (GSM) is specified so that even a

received signal power of −100 dBm leads to an acceptable transmission

quality. Such a receiver is several orders of magnitude more sensitive than a

TV receiver. If the GSM standard had defined −80 dBm instead, then the

transmit power would have to be higher by a factor of 100 in order to achieve

the same coverage. This in turn would mean that – for identical talk time – the

battery would have to be 100 times as large – i.e., 20 kg instead of the current

200 g. But the high requirements on receiver sensitivity have important

consequences for the construction of the RX (low-noise amplifiers,

sophisticated signal processing to fully exploit the received signal) as well as

for network planning.

 Maximum transmit power should be used only when required. In other words,

transmit power should be adapted to the channel state, which in turn depends

on the distance between TX and RX (power control). If the MS is close to the

BS, and thus the channel has only a small attenuation, transmit power should

be kept low. Furthermore, for voice transmission, the MS should only transmit

if the user at the MS actually talks, which is the case only about 50% of the

time (Discontinuous Voice Transmission (DTX)).

Several of the mentioned requirements are contradictory. For example, the

requirement to build an RX with high sensitivity (and thus, sophisticated signal

processing) is in contrast to the requirement of having energy-saving (and thus slow)

signal processing. Engineering tradeoffs are thus called for [1].

1.1.5 User Mobility

Mobility is an inherent feature of most wireless systems, and has important

consequences for system design. In addition to fading, a second important effect is

particular to mobile users in cellular systems [1]. If there is an incoming call for a
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certain MS (user), the network has to know in which cell the user is located. The first

requirement is that an MS emits a signal at regular intervals, informing nearby BSs

that it is “in the neighbourhood.” Two databanks then employ this information: the

Home Location Register (HLR) and the Visitor Location Register (VLR). The HLR is

a central database that keeps track of the location a user is currently at; the VLR is a

database associated with a certain BS that notes all the users who are currently within

the coverage area of this specific BS.

Figure 1.3 shows the GSM Network Infrastructure. Consider user A, who is

registered in Mombasa, but is currently located in Nairobi. It informs the nearest base

transceiver station (BTS) in Nairobi that it is now within its coverage area; the BTS

enters that information into its VLR. At the same time, the information is forwarded

to the central HLR (located, e.g., in Nairobi). If now somebody calls user A, an

enquiry is sent to the HLR to find out the current location of the user. After receiving

the answer, the call is rerouted to Nairobi. For the Nairobi BTS, user A is just a

“regular” user, whose data are all stored in the VLR. If an MS moves across a cell

boundary, a different BTS becomes the serving BTS; in other words, the MS is

handed over from one BTS to another.

Figure 1.3: GSM Network Infrastructure

Nairobi
Mombasa
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The events during a call when a user in Nairobi calls a user in Mombasa are: -> The

Mobile Station is requesting connection-> The BTS is sending request data to the

BSC-> The BSC is sending request data to the MSC-> The MSC is checking

registration and subscribed services of calling MS-> The MSC is checking

registration and location of called MS-> The MSC is sending request data to the

GMSC-> The GMSC is requesting registration and location data of called MS-> The

HLR is checking authentication, validation and location of called MS-> The HLR is

sending registration and location data to the GMSC-> The GMSC is sending data to

another network-> The GMSC is sending location data to the MSC-> The MSC is

sending location data for call set-up to the BSC-> The BSC is paging called MS->

Connection established.

1.2 Statement of the Problem

Radio wave frequency bands in accordance with Article 5 of the ITU Radio

regulations range from 9 kHz to 275GHz. EM waves with frequencies less than 9

KHz are not employed due to the following reasons: i) Limited bandwidth resulting in

low traffic capacity and ii) Very large antennas because of long wavelengths. In

addition, frequency bands higher than 100GHz are not usually employed for the time

being due to the following reasons: High free space loss, High atmospheric

attenuation and limitations in RF component manufacturing [4]. The fixed spectrum

assignment scheme is facing difficulties due to the scarcity of the natural usable radio

frequency band we have.

To mitigate the spectrum scarcity problem different techniques have been proposed

so far in the literature, among which, the cognitive radio (CR) technology is the main

one. CRs allow a Secondary User (SU) to dynamically access portions of radio

spectrum that lie fallow at a particular time and location by the license-holder also

known as the Primary User (PU) without causing any harmful interference. CR

selects the communication parameters (such as carrier frequency, bandwidth and
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transmission power) to optimize the spectrum usage and adapts its transmission and

reception accordingly.

In wireless communication networks, uncertainties in received signal strength arise

due to channel fading or shadowing which may wrongly interpret that the primary

system is located out of the secondary user’s interference range as the primary signal

may be experiencing a deep fade or being heavily shadowed by obstacles. Therefore,

CRs have to be more sensitive to distinguish a faded or shadowed primary signal

from a white space. Any uncertainty in the received power of the primary signal

translates into a higher detection sensitivity requirement [5].

Whenever a PU is detected, the cognitive radio devices have to evacuate from the

licensed band possessed by the PU, and transmission link failure could occur. At this

time if there is no other free channel for transferring the call in the vicinity of the SU,

then the communication becomes aborted and the issue of reliability comes into

question. Therefore, to improve the reliability of the cognitive radio network (CRN),

the CR devices should be ready in advance before any communication starts. If the

CR devices could establish a virtual wireless link with their neighbouring CRs in

order to report the trueness of the available free channels via the reporting channel to

the central free channel database (CFCDB), then whenever a channel is to be

accessed by the CR it can be provided.

The virtual point-to-multipoint wireless link between a single CR & many CR devices

that are actually separated by an electrical distance (measured in wavelengths) is

established before the actual communication starts. That is, through virtualization it is

possible to build a virtual wireless network from abstract (logical) resources on top of

a physical network constructed from physical resources. The CFCDB continuously

communicates with its CR devices to update its database and is in charge of the

establishment of the virtual wireless link.



13

1.3 Research Questions

1. How is it possible to enhance the reliability of Cognitive Radio Networks?

2. How to develop an algorithm for the selection of better quality virtual wireless

links between CR devices?

3. How to show and evaluate the performance improvement of the CRN using

the newly developed VWLS algorithm?

1.4 Objectives

1.4.1 Main Objective

This thesis mainly focuses on the design and analysis of an algorithm that

enhances the reliability of a cognitive radio network through the establishment of

a virtual wireless link.

1.4.2 Specific Objectives

1. To design and analyze a more reliable cognitive radio network that is able to

establish a virtual wireless link before the actual communication starts.

2. To design and simulate an algorithm that enables the CRs to select the highest

Signal-to-Noise Ratio (SNR) channel.

3. To evaluate the system performance of the Cognitive Radio Network.

1.5 Justification

Designing CRNs is considerably challenging. The secondary system should be

capable of discovering as many spectrum opportunities as possible whereas strictly

preventing interference to the primary transmissions. Thus, spectrum sensing is one

of the essential components of CRNs to detect PUs efficiently and accurately. Owing

to numerous unpredictable problems, such as noise uncertainty, multi-path fading and

shadowing, the performance of spectrum sensing may be significantly degraded. The

reliability of the reporting channel has a great impact on sensing performance. Like

sensing channels, the reporting channel may be susceptible to multi-path fading.
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Eventually, the channel uncertainties may lead to irreducible errors during the

communication process. Therefore, it is necessary to ensure the accurateness of all the

channels between the CR devices and the reporting channel between the central free

channel data base and the CRs. In this way, it is possible to improve the reliability as

well as the quality of service in the CRN in addressing the issue of customer

satisfaction.

1.6 Scope

The research is focused on the enhancement of the reliability of CRNs and aspects

that affect the performance of CRNs. It uses C++ programming platform for coding

the algorithm and the computer simulation software OMNET++/MiXiM to show the

results. OMNET++ (Objective Modular Network Test bed in C++) is an object-

oriented modular discrete network simulator and MiXiM (Mixed Simulator) is a

simulation framework for wireless and mobile networks which was developed on top

of OMNET++ [6]. The reasons why we select OMNET++/MiXiM are the open

source nature of the framework, its well-organized and modular architecture, the

existing documentation, and the provided integrated development environment (IDE)

[7].

1.7 Organization of the thesis

To point out the root problems for the scarcity of the usable electromagnetic spectrum

suitable for radio frequency communication, we discuss the characteristics of the

wireless communication system along with its technical challenges in the first chapter

of the thesis. Additionally some of the spectrum sensing techniques proposed in the

literature for cognitive radio based systems will be explained in the literature review.

The methodology is discussed in chapter three and the results in chapter four. Finally

the conclusions of the research work and recommendations on future work are

discussed in chapter five.
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CHAPTER 2: LITERATURE REVIEW

2.1 Introduction

The accessible electromagnetic radio spectrum is a limited natural resource and

getting crowded day-after-day due to the increase in wireless devices and

applications. According to Yucek and Arslan [8] spectrum is a very valuable resource

in wireless communication systems, and it has been a focal point for research and

development efforts over the last several decades. It is obvious that the contemporary

static frequency allocation schemes cannot accommodate the demands of the rapidly

increasing number of higher data rate devices. Consequently, dynamic usage of the

radio spectrum in an opportunistic way should be implemented instead of the static

frequency allocation in order to ameliorate the spectrum usage efficiency [9].

Cognitive radio, which is one of the efforts to exploit the available radio spectrum

more efficiently through opportunistic spectrum usage, has become an exciting and

promising technology. One of the important elements of cognitive radio is detecting

the available spectrum opportunities [10]. Spectrum sensing is the task of acquiring

awareness about the spectrum usage and presence of primary users in a geographical

area.

One of the reasons for the under-utilization of the spectrum is the partial occupancy

of the licenced bands temporally and spatially by the primary users. This scenario has

led to a more sophisticated and structured manner - cognitive radio that is aware of its

environmental, internal state, and location, and autonomously adjusts its operating

parameters to achieve designed objectives [11]. Otherwise sated, cognitive radio first

senses its spectral environment over a wide frequency band, and then adapts the

parameters to maximize spectrum efficiency while co-existing with legacy wireless

networks as explained by Haykin [12].

The focus of this thesis is on the performance improvement of spectrum sensing

methods in cognitive radio technology via ensuring the reliability of the CRN. Since
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CRs are secondary users of vacant spectrum, they do not have a priori right to any

frequency band [9]. Their communication is strictly conditional on the reliable

detection of PU transmissions in their vicinity. As a result, CRs must operate in a

much wider frequency bandwidth than conventional radios, which spans multiple PU

bands, and CRs must perform frequent measurements of PUs' activity through

spectrum sensing. The most autonomous and flexible approach which could be used

to check the presence of PU signals, is based on measurements of the actual spectrum

occupancy at a given location and time [13].

2.2 Overview of Cognitive Radios

The name Cognitive Radio (CR) was originally invented by Joseph Mitola III in an

article published in 1999 [11]. Mitola’s objective was to set the foundation for the

development of extremely intelligent wireless devices, able to smartly exploit the

radio resource, but also to adapt their behaviour to the specific needs of the single

user while acting in compliance with the Regulation Authorities [14]. The ideal

Cognitive Radio device hypothesized by Mitola would be able to learn from the user

and from past experiences and to always provide the highest possible information

quality on a user/context basis. Such device embodies what is indicated as Full

Cognitive Radio, a wireless device equipped with Cognition.

The term, cognitive radio, can formally be defined as follows [15]: A ‘‘Cognitive

Radio’’ is a radio that can change its transmitter parameters based on interaction with

the environment in which it operates. From this definition, two main characteristics of

the CR can be defined:

Cognitive Capability: Cognitive capability refers to the ability of the radio technology

to capture or sense the information from its radio environment, such as temporal and

spatial variations, and avoid interference to other users. Through this capability, the

portions of the spectrum that are unused at a specific time or location can be

identified. Consequently, the best spectrum and appropriate operating parameters can

be selected.
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Reconfigurability: The cognitive capability provides spectrum awareness whereas

reconfigurability enables the radio to be dynamically programmed according to the

radio environment. More specifically, the CR can be programmed to transmit and

receive on a variety of frequencies and to use different transmission access

technologies supported by its hardware design [16]. While ideal CR devices process

an extremely wide range of information, CR devices consider the radio frequency

spectrum as the only significant source of information to be processed in a cognitive

way; therefore they can be referred them as Spectrum Sensing Cognitive Radios.

CR techniques provide the capability to use or share the spectrum in an opportunistic

manner [17]. Dynamic spectrum access techniques allow the CR to operate in the best

available channel. More specifically, the CR technology will enable the users to (1)

determine which portions of the spectrum are available and detect the presence of

licensed users when a user operates in a licensed band (spectrum sensing), (2) select

the best available channel (spectrum management), (3) coordinate access to this

channel with other users (spectrum sharing), and (4) vacate the channel when a

licensed user is detected (spectrum mobility). Once a CR supports the capability to

select the best available channel, the next challenge is to make the network protocols

adaptive to the available spectrum. Hence, new functionalities are required in the next

generation network (NGN) to support this adaptivity [17].

2.2.1 Cognitive Capability

The cognitive capability of a CR enables real time interaction with its surroundings to

determine appropriate communication parameters and adapt to the dynamic radio

environment. The tasks required for adaptive operation in open spectrum are shown

in Figure 2.1 which is referred to as the cognitive cycle [12]. In this section, an

overview of the three main steps of the cognitive cycle: spectrum sensing, spectrum

analysis, and spectrum decision, is provided.
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The steps of the cognitive cycle as shown in Figure 2.1 are as follows:

i. Spectrum Sensing: A CR monitors the available spectrum bands,

captures their information, and then detects the spectrum holes.

ii. Spectrum Analysis: The characteristics of the spectrum holes that are

detected through spectrum sensing are estimated.

iii. Spectrum Decision: A CR determines the data rate, the transmission

mode, and the bandwidth of the transmission. Then, the appropriate

spectrum band is chosen according to the spectrum characteristics and

user requirements.

Once the operating spectrum band is determined, the communication can be

performed over this band. However, since the radio environment varies temporally

and spatially, the cognitive radio should keep track of the changes of the radio

environment [17,18].

Transmitted Signal RF Stimuli

Spectrum Holes Information

Channel Capacity Spectrum Holes Information

RF Stimuli

Figure 2.1: The Cognitive Cycle [12]

Radio Environment

SPECTRUM

DECISION
SPECTRUM

SENSING

SPECTRUM

ANALYSIS
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2.2.2 Reconfigurability

Reconfigurability is the capability of adjusting operating parameters for the

transmission on the fly without any modifications on the hardware components. This

capability enables the CR to adapt easily to the dynamic radio environment. There are

several reconfigurable parameters that can be incorporated into the cognitive radio as

explained below [16]:

 Operating Frequency: A cognitive radio is capable of changing the operating

frequency. Based on the information about the radio environment, the most

suitable operating frequency can be determined and the communication can be

dynamically performed on this appropriate operating frequency.

 Modulation: A cognitive radio should reconfigure the modulation scheme

adaptive to the user requirements and channel conditions. For example, in the

case of delay sensitive applications, the data rate is more important than the

error rate. Thus, the modulation scheme that enables the higher spectral

efficiency should be selected. Conversely, the loss-sensitive applications focus

on the error rate, which necessitate modulation schemes with low bit error

rate. For example higher order QAMs are used to increase uplink and

downlink bit rates.

 Transmission Power: Transmission power can be reconfigured within the

power constraints [e.g. ݉ܤ17݀~0 ]. Power control enables dynamic

transmission power configuration within the permissible power limit. If higher

power operation is not necessary, the cognitive radio reduces the transmitter

power to a lower level to allow more users to share the spectrum and to

decrease the interference.

 Communication Technology: A cognitive radio can also be used to provide

interoperability among different communication systems.

To illustrate a practical scenario of the above reconfigurable parameters of a CR, a

microwave link configuration shown in Figure 2.2 is used.
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The left half of the picture shows the TX side and the right half shows the RX side. It

can be seen that the RX is reconfiguring the receiving parameters according to the TX

requirements.

The transmission parameters of a cognitive radio can be reconfigured not only at the

beginning of a transmission but also during the transmission. According to the

spectrum characteristics, these parameters can be reconfigured such that the cognitive

radio is switched to a different spectrum band, the transmitter and receiver parameters

are reconfigured and the appropriate communication protocol parameters and

modulation schemes are used [19]. As shown in Figure 2.2 the TX uses 256QAM

modulation, 183Mbit/s data rate, 25767MHz of frequency and 4dBm of power.

Likewise the RX reconfigures its receiving parameters as per the TX requirements

and it is indicated in the same figure.

Figure 2.2: Reconfigurability Scenario in Cognitive Radios
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2.3 Spectrum Detection Techniques

In band detection theory of CR networks, it is necessary to find out whether the PU is

accessing the channel or not [13]. Due to this reason, there will be two hypotheses

tests to be stated and the algorithm has to decide which one is most likely true. The

signal detection problem is solved by the decision between the two hypotheses:

൜
ݏܷ݁ݕݎܽ݉ݎ݅ܲ:ܪ ݎ݁ܲݐ݊ݎ ݏ݁ ݐ݊
ݏܷ݁ݕݎܽ݉ݎ݅ܲ:ଵܪ ݎ݁ܲݎ ݏ݁ ݐ݊

� (2.1)

The signal under each hypothesis takes the form:

൜
]ݕ:ܪ ]݊ = ݓ [ ]݊ ݊= 0,1, … ,ܰ − 1

]ݕ:ଵܪ ]݊ = ]ݔ ]݊ + ݓ [ ]݊ ݊ = 0,1, … ,ܰ − 1
� (2.2)

Where y[n] is the signal received by the cognitive user, x[n] is the noiseless received

signal when the PU is present, w[n] is the Additive White Gaussian Noise (AWGN)

and N is the number of samples of the received signal used in the spectrum sensing

process. The decision on the presence or absence of a signal will be done by

evaluating if a certain random variable Θ is above or below a certain threshold T [20].

This variable is defined by the chosen test statistics. Suppose that H0 is the event that

only noise is present and H1 is the event of existence of the primary user signal. The

performance of a detector is evaluated by the probability of false alarm ( ܲ) and

probability of correct detection ( ܲௗ) given below by equations (2.3) and (2.4)

respectively.

ܲ = ߆)ܲ > (ܪ|ܶ (2.3)

ܲௗ = ߆)ܲ > (ଵܪ|ܶ (2.4)

The missed detection probability is ܲ ௗ = 1 − ܲௗ . The threshold T is usually set

depending on a target false alarm probability. If the cognitive radio network is

required to guarantee a reuse probability of the unused spectrum, the probability of
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false alarm is fixed to a small value (e.g., 5%) and the detection probability should be

maximized as much as possible [21]. On the other hand, if the cognitive radio is

required to guarantee a non-interference probability to the incumbent systems, the

probability of detection should be fixed to a high value (e.g., 95%) and the probability

of false alarm should be minimized as much as possible. For example, in IEEE

802.22 ܲ and ܲ ௗ must both be lower than 10ିଵ [21].

Generally, there are four spectrum sensing methods proposed in the literature:

1. Matched Filtering Based Signal Detection

2. Energy Detection

3. Covariance Based Signal Detection

4. Cyclostationary Feature Detection

2.3.1 Matched Filtering Based Signal Detection

The optimal way for any signal detection is a matched filter [22]. It is a linear filter,

which maximizes the received signal-to-noise ratio (SNR) in the presence of additive

stochastic noise. However, a matched filter effectively requires demodulation of a

primary user signal. This means that cognitive radio has a priori knowledge of

primary user signal x[n], such as modulation scheme, pulse shaping, and packet

format. Such information must be pre-stored in CR memory, but the inconvenience

part is that for demodulation it has to achieve coherency with primary user signal by

performing timing and carrier synchronization, even channel equalization.

When the transmitted signal is known at the receiver, matched filtering (MF) is

known as the optimal method for detection of primary users [22] since it maximizes

received signal-to-noise ratio (SNR), and the SNR corresponding to equation (2.2) is

ܵܰ ܴ = =ߛ
|௫()|మ

ா[௪ మ()]
(2.5)
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Figure 2.3: Matched Filter for Signal Detection

Simple matched filter based detection can be implemented as shown in Figure 2.3,

where threshold is used to estimate the signal. Cabric et al [23] used matched filter-

based detection for pilot signal (Xp) where the method assumes that the primary user

sends pilot signal along with the data. The process is depicted in Figure 2.4. The

matched filter performs best when the signalling features to be received are known at

the receiver (which is called coherent detection).

Y (t)

Test Statistics T

Figure 2.4: Pilot Signal and Matched Filter Based Detection [23]

Despite its best performance, the MF has more disadvantages than its advantages:

First, MF requires perfect knowledge of the primary user signalling features (such as

modulation type, operating frequency, etc), which is supposed to be detected at

cognitive radio. CR is known to use wide band of spectrum wherever it finds the

spectrum opportunities. Therefore it is almost impossible to have MF implemented in

cognitive radio for all types of signal in wideband regime. Second, MF

implementation complexity of detection unit in CR devices is very high because CR

system needs receivers for all signal types of wideband regime [23].
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Lastly, large power will be consumed to execute such several detection processes as

CR device sense the wideband regime. Therefore, the disadvantages outweigh the

advantages of MF based detection. It is important to note that MF based technique

might not be a good choice for real CR system because of its above-mentioned

disadvantages [13].

2.3.2 Covariance Based Signal Detection

This is another method to detect the primary signal by CR users. Zeng and Liang [19]

have proposed covariance based signal detection whose main idea is to exploit the

covariance of signal and noise since the statistical covariance of signal and noise are

usually different. These covariance properties of signal and noise are used to

differentiate signal from noise where the sample covariance matrix of the received

signal is computed based on the receiving filter. The system model for received signal

is considered as in equation (2.2), and the received signal in a vector channel form

can be written as [19]

࢟ = +࢞ࡳ ࢝ (2.6)

Where G is channel matrix through which the signal travels. The covariances

corresponding to the signal and noise can be written as

௬ࡾ = [்࢟࢟]ܧ (2.7a)

௫ࡾ = [்࢞࢞]ܧ (2.7b)
௪ࡾ = [்࢝࢝]ܧ (2.7c)

Where .]ܧ ] is the expected value of [.]. If there is no signal (x = 0), then ௫ࡾ = 0 and

therefore the off-diagonal elements of ௬ࡾ are all zeros. If there is signal (x ≠ 0) and 

the signal samples are correlated, and thus ௫ࡾ is no more a diagonal matrix.

Therefore, some of the off-diagonal elements of ௬ࡾ should not be zeros. Hence, this

method detects the presence of signals with the help of covariance matrix of the

received signal. That is, if all the off diagonal values of the matrix ௬ࡾ are zeros, then

the primary user is not using the band at that time and location, and otherwise the

band is not idle [13].
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2.3.3 Energy Detection

One approach to simplify matched filter approach is to perform noncoherent detection

through energy detection [22]. Energy Detection (ED) is one of the most basic

sensing schemes. It is optimal if both the signal and the noise are Gaussian, and the

noise variance is perfectly known. However, its performance degrades rapidly when

there is uncertainty in the noise power value and is also incapable to differentiate

between signals from different systems and between these signals and noise. Its

advantage lies in its simplicity and not requiring prior knowledge of the primary

user’s signal, making it best suited for fast and coarse spectrum scanning.

In Figure 2.5, a scheme of a simple energy detector where a Fast Fourier Transform

(FFT) is used to do the filtering. The energy detection process can be made in time

domain or frequency domain through a FFT block. The advantage of the frequency

domain testing lies in the flexibility the FFT can provide by trading temporal

resolution for frequency resolution [24]. This means that a narrowband signal’s

bandwidth and central frequency can be estimated without requiring a very flexible

pre-filter [25].

Y (t)

Figure 2.5: Signal Processing in an Energy Detector

2.3.4 Cyclostationary Feature Detection

Primary users’ signals include periodical signals like carriers, pulse trains and cyclic

prefixes. The autocorrelation of such signals are characterized by a certain

periodicity. The idea behind the cyclostationary detection method is to search for a

periodicity in the autocorrelation of the received signal. If such periodicity is found, a

primary user signal is detected [26]. The modulated PU signals are characterized as

cyclostationary signals since their mean and autocorrelation exhibit periodicity. These

features are detected by analyzing a spectral correlation function. The main advantage

A/D FFT |(. )| Average Threshold
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of the spectral correlation function is that it differentiates the noise energy from

modulated signal energy, which is a result of the fact that the noise is a wide-sense

stationary (WSS) signal with no correlation, while modulated signals are

cyclostationary with spectral correlation due to the embedded redundancy of signal

periodicity.

A cyclostationary feature detector can perform better than the energy detector in

discriminating against noise due to its robustness to the uncertainty in noise power

[27]. However, it is computationally complex and requires prior knowledge about the

PU signal structure and significantly long observation time.

2.4 Cooperative Sensing in Cognitive Radios

Cooperation is proposed in the literature as a solution to problems that arise in

spectrum sensing due to noise uncertainty, fading, and shadowing [28] . In

cooperative sensing, multiple sensing nodes perform the task of detection of an

incumbent and the detection decision is made based on the fused results of each node.

The main motivation behind cooperative sensing is to lighten the burden of sensing

that a single sensing node would need to carry by distributing the detection among

multiple nodes [29]. When a single node exhibits multipath or shadowing and

therefore has higher sensitivity requirements on its sensing algorithm, cooperative

sensing can be used to effectively decrease the sensitivity requirements by relying on

other nodes which may not exhibit these same unfavourable conditions.

Figure 2.6 illustrates the decrease in sensitivity with cooperative sensing under

different fading conditions. As the number of users is increased, the required

sensitivity of the sensing devices decreases and approaches the path loss. In a

practical system, however, the number of users is limited and only a limited amount

of gain can be achieved through cooperative sensing.



27

Figure 2.6: Sensitivity Increase with Cooperative Sensing

The cooperative sensing scheme shares sensing information from the independent

number of secondary local users. Cooperative sensing decreases the probabilities of

misdetection and false alarm considerably. In addition, cooperation can solve hidden

primary user problem and it can decrease sensing time. Cooperative spectrum sensing

is most effective when local user observes independent fading or shadowing [23]. The

performance degradation due to correlated shadowing is investigated in terms of

missing the opportunities. It is found that it is more advantageous to have the same

amount of users cooperating over a large area than over a small area [28].
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CHAPTER 3: METHODOLOGY

3.1 Problem Formulation

One major motivation for this research is to support cognitive radio devices equipped

with multiple radio access technologies such that one or more of the RATs may be

active at once. There are several benefits to this type of approach. First, techniques

such as [30] may be used to send portions of traffic on each link, recombining it at the

destination using erasure codes. Second, increasing the number of RATs available for

connection improves reliability. If neighbouring infrastructure using one particular

RAT experiences problems such as congestion or downtime, another available RAT

may be chosen to take on a greater load leading to better connectivity and reliability.

An important feature of cognitive radios is their ability to perform spectrum sensing.

A reliable operating frequency channel can therefore be selected based on its

interference level (from primary or secondary users) and its attenuation, shadowing

and fading characteristics [31]. Increasing the accuracy of the sensing algorithms is

thus a primary factor in providing an accurate channel characterization and in

improving network reliability.

The under-utilization of the scarce spectrum triggered the need for opportunistic

spectrum sharing among mobile radio users recently. The users who own the

spectrum usually get higher access privilege while the cognitive users (also known as

secondary users) usually look for opportunistic access. The aim of this thesis is to

design and simulate a virtual wireless link selection (VWLS) algorithm that enables

the cognitive users to access the unused spectrum hole in an opportunistic and reliable

way.

The system under consideration is a collection of one or more wireless access

networks. In order to quantify the performance improvement gained by the

establishment of VWLs in cognitive radio networks, a classical CRN is first

described, and then the proposed network system model which uses the newly

developed VWLS algorithm is presented.
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3.2 The Classic Cognitive Radio Network Model

A cognitive radio network belonging to service provider j possesses wireless

resources in the form of Aj channels. Connection-based traffic is considered, where

service requirements of each flow or connection Cj is continuous and constant. Flows

arrive at the network and request service. Each flow requires the capacity of one

channel for the duration of its service in order to fulfil its requirements. If the CRN

has available resources, it can accept the flow. If not, then the flow must be blocked –

service is refused and the flow ends without being serviced. Once accepted, a flow

must have continuous service for the duration of its service time [32]. The single

network is depicted in Figure 3.1.

The classical CRN system consists of N classical networks. Each network has its own

set of channels, with the total capacity of the system being ܯ = ∑ ܣ
ே
ୀଵ . However,

these networks are completely independent of each other, with clients arriving to

network j only being serviced on network j. As a result, when a network reaches its

capacity, it must start blocking flows, as it has no available channels. Therefore,

flows may be blocked even if the overall utilization of the total system (the complete

set of N networks) is relatively low.

Figure 3.1: A Network with five Channels [5]
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3.3 Design of the Proposed Cognitive Radio Network Model

The cognitive radio network system model for the proposed algorithm is depicted in

Figure 3.2. The CFCDB is a fixed component in the cognitive radio system and has

cognitive radio capabilities. It represents the infrastructure side of the CR system and

provides supports (e.g. spectrum holes management, mobility management, security

management) to CRs. It provides a gateway for CRs to access the backbone networks

(e.g. Internet) via the multi-RAT base station. CFCDB can also form a mesh wireless

backbone network by enabling wireless communications between them, and some of

them act as gateway routers if they are connected with wired backbone networks.

Virtual Wireless Links

Reporting Channels

Free Channel Access Free Channel Access

Multi-RAT BS

Figure 3.2: Cognitive Radio Network System Model for the Proposed Algorithm

During the virtual wireless link establishment, first the CFCDB collects channel

information from all the CRs under its service area and broadcasts that information to

the other CRs who do not know the channel information of a given CR. For example

in our case we have only two CRs, the CFCDB informs the channel information of

CR1 to CR2 & the channel information of CR2 to CR1. Then CR1 &CR2 establish a

virtual link between them based on the a priori knowledge of channel information as

indicated in Figure 3.2.
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While enabling direct wireless links between CR and CFCDB, they can form a mesh

virtual wireless backbone network. Because of their cognitive radio capability, they

can dynamically choose operating frequency band and communicate with each other.

Since the CRCFCDB links may have much more air interfaces, the link capacity

between CR1  CFCDB and CR2CFCDB may be large. Another benefit of this

kind of virtual link is the reduced cost in placing the CRCFCDBs. This is because

that setting up a CRCFCDB in some environment with a physical wired link is not

feasible.

3.3.1 Virtual Wireless Link Establishment

In this subsection we use a two dimensional vector space to show how the virtual

wireless link is established and how the selection will be done between two CR

devices. Whenever the CR is allowed to transmit in a given band, it should select one

free channel and adjust its transmission parameters with those in the PU band for

efficient transmission. Each cognitive radio device sorts its free channels as:

,ଷܪܥ,ଶܪܥ,ଵܪܥ … ܪܥ, based on their signal quality or received signal to noise ratio

(SNR), ଵܪܥ > ଶܪܥ > ଷܪܥ > ⋯ > ܪܥ if there are n free channels in the vicinity of

a given CR. Then the virtual wireless link will be established by selecting an element

from the following link matrix.

ଵଵ ଵଶ ଵ

ଵ ଶ 

(3.1)

Where ∋ܮ ே௫ேܥ , ே௫ேܥ denotes the space of complex ݔܰܰ matrices, N is the

number of free channels on one CR and ܪܥ indicates the virtual wireless link

between the two CR devices.

For the specific case of only two CR devices and each listing only the first best three

channels, the link matrix having nine links becomes:
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∗ܮ = 

ଵଵܪܥ ଵଶܪܥ ଵଷܪܥ
ଶଵܪܥ ଶଶܪܥ ଶଷܪܥ
ଷଵܪܥ ଷଶܪܥ ଷଷܪܥ

൩ (3.2)

*Note that each ܪܥ may belong to any communication technology, it could be from

GSM or UMTS or LTE or etc. The multi-RAT base station is adopted for the purpose

of interoperability between the different RATs.

If we assume that there are only two secondary users (SUs), CR1 and CR2, each

listing only the best three of their free channels, and the channels are collected from

different RATs: for CR1, CH1 is from GSM, CH2 is from UMTS, CH3 is from LTE &

for CR2, CH1 is from LTE, CH2 is from GSM and CH3 is from UMTS. Then the link

matrix becomes:

=ܮ 
ܩ ܯܵ − ܮܶ ܧ ܩ ܯܵ − ܩ ܯܵ ܩ ܯܵ − ܵܶܯܷ
−ܵܶܯܷ ܮܶ ܧ ܯܷ ܶܵ− ܩ ܯܵ ܯܷ ܶܵ− ܵܶܯܷ
ܮܶ −ܧ ܮܶ ܧ ܮܶ −ܧ ܩ ܯܵ ܮܶ −ܧ ܵܶܯܷ

൩ (3.3)

And the visualization of the links is represented in the following diagram.

CR1 CR2

CH1 (GSM) CH1 (LTE)

CH2 (UMTS) CH2 (GSM)

CH3 (LTE) CH3 (UMTS)

Figure 3.3: Visualization of the virtual wireless link between two CR devices
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3.4 Design of the Proposed Algorithm

For the development of the algorithm we assume that there are only three bands

available in the given local area.

The steps to be executed in the VWLS algorithm are:

i. Sense the available frequency bands in the local area (like GSM, UMTS or

LTE) & keep them in the database.

ii. Calculate the probability of false alarm ൫ܲ ൯ and the probability of correct

detection ( ܲௗ) . If ܲ < 0.1 ܽ݊݀ ܲௗ > 0.9 then go to step four, else

if ܲ ≥ 0.1 ݎ ܲௗ ≤ 0.9 , then go to step two.

iii. Measure the radio transmission parameters of the PU like power, modulation,

coding, and frequency.

iv. Check for the availability of free channels & sort the free channels based on

their signal strength (SNR).

v. Report to the central free channel database via the reporting channel.

vi. Cooperate with neighbouring CRs & with the CFCDB to establish a virtual

wireless link on the free channels.

vii. Reconfigure its own radio parameters to match with that specific band for

efficient transmission.

viii. Select the channel with the strongest signal or highest SNR and start

transmission of voice or data. While transmitting, if the current channel is

wanted by the PU, handover to another free channel. If there is no free

channel for handovering, then the call is dropped.

ix. If either the call is ended or dropped, then go to step two.

The parameters to be considered in the VWLS algorithm are:

a. The available frequency bands.

b. Band Occupancy in percentage =
୳୫ ୠ ୰ୣ୭ୟୡ୲୧୴ୣ୳ୱୣ ୰ୱ

୭୲ୟ୪୬୳୫ ୠ ୰ୣ୭ୟ୴ୟ୧୪ୟୠ୪ୣ ୡ୦ୟ୬୬ ୪ୣୱ
∗ 100%

=ߟ
ே ௧௩

ே ௧௧௦
× 100 (3.4)
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c. Transmission parameters such as the channel coding type and rate, the

signaling rate and the modulation and operating frequency.

3.4.1 Coding of the Algorithm

The next step is to code the VWLS algorithm using C++ programming language on

the OMNET++/MiXiM platforms, where OMNET++ (Objective Modular Network

Test bed in C++) is an object-oriented modular discrete network simulator and

MiXiM (MiXed siMulator) is a simulation framework for wireless and mobile

networks which was developed on top of OMNET++ [33]. A partial definition of

module configuration is depicted in the Figure 3.4 below.

Figure 3.4: Partial example of a module definition (Basic Physical Layer Module)

3.4.2 Configuration of Primary and Secondary Users

We configure both the cognitive users & primary users with the necessary

transmission & reception parameters defined at the physical layer module. Figure 3.5
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illustrates the partial configuration we did for the first primary user (PU1). As

indicated in the figure the sensing time is set to 5s, the sensitivity of the receiver is set

to -80dBm, the maximum transmit power is set to 100mW, the time to switch from

receive state to transmit state is set to 0.00021s, the time from the receive state to

sleep state is set to 0.000031s and the physical layer considers thermal noise and

propagation delay.

Figure: 3.5 Configuration of a primary user

3.4.3 The Simulation Diagram

After the entire configuration for all the radios is done, the simulation is carried out

and the appearance of the network after coding looks like the one given in Figure 3.6.

Figure 3.6: Simple cognitive radio network design on OMNET++ Simulator



36

In Figure 3.6, PU indicates the primary users and SU indicates the secondary users;

CFCDB is the central free channel database, connectionManager is the entity

responsible for managing the communication between the nodes and the

multi_RAT_BS is the multi radio access technology base station capable of handling

different communication technologies. The SUChannel is the central module that

coordinates the connections between all nodes, and handles dynamic gate creation.

ConnectionManager therefore periodically communicates with the mobility module

and ChannelAccess.

3.4.4 Coding of the Engine Module

The framework includes a base CR engine which is implemented as a simple module

in each host. The main function of this module is to enable the CR medium access

control protocol to select a channel. It can be configured, through the configuration

file, to return the first channel or a random channel from a set of channels which are

considered available, and to try to preserve the previously selected channel. The

provided base CR engine also includes a method which enables the CR medium

access control module to report its experience in accessing the selected channels (i.e.,

successful or unsuccessful access). The current implementation of this method

performs no operations upon the reception of an access report. More advanced

selection schemes can be implemented by overriding it (e.g., in order to collect and

maintain statistics about past history), as well as other methods which are related to

channel selection.

Finally, it can also be noted that the provided CR Engine can be configured in order

to have a perfect knowledge about which channels are sensed free of PU activity at a

given moment. This is not a realistic assumption, but might be useful for some

simulation experiments (e.g., for establishing a comparison base).



37

Figure 3.7: Scanner and Engine Modules of the Cognitive Radio

Figure 3.8: Coding of the Engine Module



38

3.4.5 Coding of the Scanner Module

The base scanner module in Figure 3.7 is implemented as a simple module which is

connected to the CR Engine, and has a dual role in the context of the simulation

framework. Firstly, it can act as the scanner entity. In this case, scanning requests are

made by the CR Engine through the sending of messages which identify the targeted

frequency band. Then, when scanning is over, results are asynchronously sent back

through messages. The Base CR engine keeps the conclusions of these sensing

requests in an internal data structure. Therefore, CR engines which are based on

extensions of the base CR engine can take advantage of these facilities (i.e., scanning

requests and the internal data structure). Time to scan a channel is defined in the

configuration file. The scanner module can also be extended in order to model less

ideal scanners (e.g., with missed detection and false alarm probabilities).

The base scanner module is also a utility module. It keeps track of primary user

activity changes (i.e., active to inactive, and vice-versa). If the SU it belongs to is in

the interference area of the PU which has changed its activity state, an update

message is sent to the corresponding CR engine. The interference area is determined

based on the coverage areas of the SUs and PUs, which are modeled as perfect

circles, and on their positions in the simulation playground. The radii of the coverage

areas of the provided base PUs are fixed and defined in the configuration file. In

terms of the SUs, the coverage areas are calculated based on the transmission power

and on the analog models in usage.

The base scanner module can naturally be extended in order to consider other

propagation models. The update messages which are sent include the activity status of

the corresponding PU, its frequency band, and if the SU is in its coverage range, i.e.,

if it can detect it through local sensing. This information is primarily intended to be

used by the CR engine to collect statistics about interferences to PUs and missed

detections. This enables the user of the CR framework to analyze the effectiveness of

its CR proposals in terms of PU protection. The scanner layer of the cognitive radio is

coded in order to perform its scanning function as shown in Figure 3.9.
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Figure 3.9: Partial view of the coding for the scanner layer
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CHAPTER 4: RESULTS AND DISCUSSIONS

4.1 Simulation Results

The Physical Layer Decider of the CR device has the following tasks in MiXiM:

 Classify signal as noise if it is below a certain sensitivity threshold.

 Decide whether a signal header was received correctly by checking its SINR

against a certain threshold.

 Decide whether the whole signal was received correctly by checking its SINR

against a certain threshold.

 Decide whether the channel is busy or idle at a time point or during a time

interval (channel sensing).

After the coding is done, the code is debugged and the resulting output is shown

below.

Figure 4.1: The simulation output of the Physical Layer Decider
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The results of the simulation indicated that there is a decrease in the total number of

blocked calls (back offs) in the secondary users due to the presence of the virtual

wireless link as illustrated in Figure 4.2.

Figure 4.2: Number of blocked calls versus number of virtual wireless links

When a CR has a packet to transmit, it waits for a random backoff time before

transmitting a request-to-send (RTS) packet to a desired receiver. The RTS contains

the list of idle channels at the sender in the order of preference. The backoff value is

selected within the interval [0, CW], where CW denotes the CR’s current contention

window (CW) size. The CW is initially set to ݓܿ (minimum CW) and is doubled

with every retransmission up to ݓܿ ௫. A receiver of an RTS, combines the

preference list of the sender with its own, and replies with a clear-to-send (CTS)

message that reserves the channel with the least number of reservations. CRs around

the receiver overhearing the CTS update their channel preference list by degrading

the priority of the selected channel [34]. The CR user monitors the spectrum band to

detect when there is no transmission from the other CR users and transmits after
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backoff duration to prevent simultaneous transmissions. The backoff counter

indicates the number of slots that the station has to wait before the transmission. As

the number of VWLs increases, the backoff duration and the probability of blocking

decrease approximately exponentially as illustrated in Figure 4.3 and Figure 4.4

respectively.

Figure 4.3: Backoff duration versus number of virtual wireless links

Figure 4.4: Probability of blocking versus number of virtual wireless links
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As the number of free channels increases, the probability of failure in cognitive radio

networks decreases as depicted in Figure 4.5.

Figure 4.5: Probability of failure versus number of free channels

4.2 System Performance Evaluation

We investigate the performance of the VWL through the evaluation of the Secondary

User Failure Probability (SUFP). SUFP is the probability that an arriving SU traffic

(data or voice) will not receive the service it requires and it is calculated by using the

blocking probability (PB) & dropping probability (PD). Blocking Probability is the

probability that all radio channels are busy, in which case an arriving call is refused

service & Dropping Probability is the probability that the SU traffic is dropped due to

the reason that the channel is wanted by the licensed user or that there are not enough

channels for transferring the call [25]. SUFP is used to compare the overall

performance of SU and PU traffic and can be expressed as:

ܷܵ ி = ܲ + (1 − ܲ) ∗ ܲ 4.1
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Let N be the total number of free channels stored in the CFCDB and let M be the

maximum number of virtual wireless links that could be established between the

given CR nodes. We can approximate the SUFP in terms of N and M as shown by the

formula below:

ܷܵ ி =
ଵ

ସே
logଵ2ܯ 4.2

From Eq. (4.1) and (4.2), we can conclude that as the number of free channels stored

in the CFCDB increases, both the blocking and dropping probabilities decrease,

thereby decreasing the SUFP. The relationship between SUFP, Number of free

channels & the number of virtual wireless links (M) is depicted from Figure 4.6 to

Figure 4.10. As can be seen in the figures, the resulting performance depends on both

the number of primary users and the number of free channels stored in the CFCDB.

As the number of free channels increases, SU failure probability decreases, as there is

an increased probability that one of the networks has available resources. Second,

increases in total number of virtual links result in an increase in the SUFP. This is

because larger PU networks have a higher baseline utilization level than smaller

networks, leaving a lower probability of having resources available for cognitive

users.

Figure 4.6: SU Failure Probability as a function of the number of free channels and
VWLs (M=4)
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Figure 4.7: SU Failure Probability as a function of the number of free channels and
VWLs (M=25)

Figure 4.8: SU Failure Probability as a function of the number of free channels and
VWLs (M=36)
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Figure 4.9: SU Failure Probability as a function of the number of free channels and
VWLs (M=144)

Figure 4.10: SU Failure Probability as a function of the number of free channels and
VWLs (M=4, 25, 36, and 144)
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4.3 Discussions

Cooperative users offering alternative paths for their partners can significantly

improve link reliability and increase throughput without consuming extra resources.

In the context of cognitive radio, secondary users opportunistically exploit the

existence of spectrum holes to improve spectrum utilization. In Figure 4.11, the CRN

system throughput increases when the number of available free channels stored in the

CFCDB increases. Increased throughput means more efficient usage of power and

spectrum. Overall, the throughput with the virtual wireless link structure is much

larger than the one without a virtual wireless link structure.

Figure 4.11: Cognitive radio network system throughput as a function of the number

of virtual wireless links
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As shown in Figure 4.12, system utility and throughput are improved in our approach

in comparison with CRNs without a virtual wireless link. The one with the virtual

wireless link structure increases faster than the one without the virtual wireless link

over time. The simulation results verify our theoretical analysis and show that the

efficiency of our approach is significantly improved compared with the one without a

virtual wireless link.

Figure 4.12: System utility as a function of system performance and number of virtual
wireless links



49

CHAPTER 5: CONCLUSIONS AND RECOMMENDATIONS

5.1 Conclusions

Spectrum mobility in cognitive networks is unavoidable to reduce the impact of SUs

on PUs. In this thesis, virtual wireless link is introduced as a new link maintenance

strategy to reduce the blocking and dropping probability of SU sessions. We observed

that the establishment of the VWL schemes improved the system performance and

when the number of VWLs increases the system utility obtained improves as well.

We showed that channel linking is generally beneficial, though the extent of the

benefits depend on the features of the CRN, including CRN size and the total number

of channels available for linking. In addition, we showed that performance benefits

can be realized by adaptively changing the number of virtually linked channels

depending on network conditions.

5.2 Recommendations and Future Works

Lastly, this work forms the basis for further study in interactions between RATs in

heterogeneous wireless environments. This area will become increasingly important

as devices contain more radios and users try to take advantage of these extra

resources by using multiple radios simultaneously without negative effects.

Additionally, the link maintenance model should be applied to secondary usage

systems using negotiated spectrum sharing and the influence of a proper sub-channel

selection algorithm should be investigated. Another area is the investigation of a

multi-user scenario. Multiple SU communications could select the same sub channels

and thus would interfere with each other. Means to prevent harmful interference of

different SU communications should be developed.
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APPENDIX A

Source Code

* file: CognitiveBaseNetwLayer.cc

#include "CognitiveBaseNetwLayer.h"

#include <cassert>

#include "NetwControlInfo.h"
#include "EngineBaseLayer.h"
#include "AddressingInterface.h"
#include "SimpleAddress.h"
#include "FindModule.h"
#include "NetwPkt_m.h"
#include "ArpInterface.h"
#include "NetwToMacControlInfo.h"

Define_Module(CognitiveBaseNetwLayer);

void CognitiveBaseNetwLayer::initialize(int stage)
{

EngineScannerLayer::initialize(stage);

if(stage==0){
coreDebug = par("coreDebug").boolValue();

headerLength= par("headerLength");
arp = FindModule<ArpInterface*>::findSubModule(findHost());

}
else if(stage == 1) {

// see if there is an addressing module available
// otherwise use module id as network address

AddressingInterface* addrScheme =
FindModule<AddressingInterface*>::findSubModule(findHost());

if(addrScheme) {
myNetwAddr = addrScheme->myNetwAddr(this);

} else {
myNetwAddr = LAddress::L3Type( getId() );

}
coreEV << " myNetwAddr " << myNetwAddr << std::endl;

}
}

/**
* Decapsulates the packet from the received Network packet
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**/
cMessage* CognitiveBaseNetwLayer::decapsMsg(netwpkt_ptr_t msg)
{

cMessage *m = msg->decapsulate();
setUpControlInfo(m, msg->getSrcAddr());
// delete the netw packet
delete msg;
return m;

}

/**
* Encapsulates the received ApplPkt into a NetwPkt and set all needed
* header fields.
**/
CognitiveBaseNetwLayer::netwpkt_ptr_t
CognitiveBaseNetwLayer::encapsMsg(cPacket *appPkt) {

LAddress::L2Type macAddr;
LAddress::L3Type netwAddr;

coreEV <<"in encaps...\n";

netwpkt_ptr_t pkt = new NetwPkt(appPkt->getName(), appPkt->getKind());
pkt->setBitLength(headerLength);

cObject* cInfo = appPkt->removeControlInfo();

if(cInfo == NULL){
EV << "warning: Application layer did not specifiy a destination L3

address\n"
<< "\tusing broadcast address instead\n";

netwAddr = LAddress::L3BROADCAST;
} else {

coreEV <<"CInfo removed, netw addr="<<
NetwControlInfo::getAddressFromControlInfo( cInfo ) << std::endl;

netwAddr = NetwControlInfo::getAddressFromControlInfo( cInfo );
delete cInfo;

}

pkt->setSrcAddr(myNetwAddr);
pkt->setDestAddr(netwAddr);
coreEV << " netw "<< myNetwAddr << " sending packet" <<std::endl;
if(LAddress::isL3Broadcast( netwAddr )) {

coreEV << "sendDown: nHop=L3BROADCAST -> message has to be
broadcasted"

<< " -> set destMac=L2BROADCAST\n";
macAddr = LAddress::L2BROADCAST;
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}
else{

coreEV <<"sendDown: get the MAC address\n";
macAddr = arp->getMacAddr(netwAddr);

}

setDownControlInfo(pkt, macAddr);

//encapsulate the application packet
pkt->encapsulate(appPkt);
coreEV <<" pkt encapsulated\n";
return pkt;

}

/**
* Redefine this function if you want to process messages from lower
* layers before they are forwarded to upper layers
*
*
* If you want to forward the message to upper layers please use
* @ref sendUp which will take care of decapsulation and thelike
**/
void CognitiveBaseNetwLayer::handleLowerMsg(cMessage* msg)
{

netwpkt_ptr_t m = static_cast<netwpkt_ptr_t>(msg);
coreEV << " handling packet from " << m->getSrcAddr() << std::endl;
sendUp(decapsMsg(m));

}

/**
* Redefine this function if you want to process messages from upper
* layers before they are send to lower layers.
*
* For the CognitiveBaseNetwLayer we just use the destAddr of the network
* message as a nextHop
*
* To forward the message to lower layers after processing it please
* use @ref sendDown. It will take care of anything needed
**/
void CognitiveBaseNetwLayer::handleUpperMsg(cMessage* msg)
{

assert(dynamic_cast<cPacket*>(msg));
sendDown(encapsMsg(static_cast<cPacket*>(msg)));

}

/**
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* Redefine this function if you want to process control messages
* from lower layers.
*
* This function currently handles one messagetype: TRANSMISSION_OVER.
* If such a message is received in the network layer it is deleted.
* This is done as this type of messages is passed on by the EngineBaseLayer.
*
* It may be used by network protocols to determine when the lower layers
* are finished sending a message.
**/
void CognitiveBaseNetwLayer::handleLowerControl(cMessage* msg)
{

switch (msg->getKind())
{
case EngineBaseLayer::TX_OVER:

delete msg;
break;

default:
EV << "CognitiveBaseNetwLayer does not handle control messages

called "
<< msg->getName() << std::endl;

delete msg;
break;

}
}

/**
* Attaches a "control info" structure (object) to the down message pMsg.
*/
cObject* CognitiveBaseNetwLayer::setDownControlInfo(cMessage *const pMsg,
const LAddress::L2Type& pDestAddr)
{

return NetwToMacControlInfo::setControlInfo(pMsg, pDestAddr);
}

/**
* Attaches a "control info" structure (object) to the up message pMsg.
*/
cObject* CognitiveBaseNetwLayer::setUpControlInfo(cMessage *const pMsg, const
LAddress::L3Type& pSrcAddr)
{

return NetwControlInfo::setControlInfo(pMsg, pSrcAddr);
}


