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NOTATIONS

‖.‖ norm of

♯ end of proof

In general,{...} will denote the set of ,(...) the set sequence of and(...)t the transpose of

the sequence of ; unless otherwise specified.

c0 the space of sequences which converge to zero ( null sequences )

c the space of convergent sequences

bv0 the space of null bounded variation

ℓ1 the space of absolutely convergent sequences
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ABSTRACT

In various papers some authors have previously investigated and determined the spectrum

of weighted mean matrices considered as bounded operators on various sequence spaces.

It is evident that no much research has been done on the spectrum of Norlund matrices.

In this study, we have investigated and determined the eigenvalues of a Norlund matrix

as a bounded operator over the sequence spacesc0 andc. This was achieved by apply-

ing eigenvalue problem i.eAx= λx. whereλ are numbers( real or complex) and vector

columnsx(x 6= 0);such that x∈ c0 and c. Also A∗x = λx such thatx ∈ c∗0and c∗ where

c∗0, c∗ = l1. The results obtained areA∈ B(c0) , A∈ B(bv0) and A∈ B(l1) have no eigen-

values while the set of eigenvalus forA∗ ∈ B(l1) wherec∗0 = l1 is {λ ∈ C : |λ +1|< 2}∪

{1}. Furthermore the set of eigenvalues forA ∈ B(c) is the singleton set{1} and that

of A∗ ∈ B(l1) wherec∗ = l1 is the set{λ ∈ C : |λ +1|< 2}∪{1} .The results from this

research will provide useful information to engineers to improve on areas of application

of eigenvalues and eigenvectors in engineering. It will also be useful to mathematicians

when solving similar problems.
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CHAPTER ONE

INTRODUCTION AND LITERATURE REVIEW

1.1 Background of the Study

Concepts used in this research emanated from modern functional analysis as well as

summability theory and hence a list of pertinent definitionsand theorems in these areas

of research are given below:

1.1.1 Eigen values

Given a square matrixA, let us consider the problem of finding numbersλ ( real or

complex ) and vectors ( vector columns )x (x 6= o) such that

Ax= λx (1.1.1)

This problem is called the eigenvalue problem, the numberλ are called the eigenvalues

of the matrixA, and the non-zero vectorx are called the eigenvectors corresponding to the

eigenvaluesλ .

To find eigenvalues; we note thatλx= λ Ix , whereI is the identity matrix. Then we can

rewrite equation(1.1.1) in the form

Ax−λ Ix = 0

or

(A−λ I)x= 0 (1.1.2)

Matrix equation(1.1.2) ( which infact represents the linear system ) has a non-trivial

solutionx 6= 0 if and only if the matrixA−λ I of this system is singular, which is the case

1



if and only if

det(A−λ I) = 0 (1.1.3)

Thus we have the equation for finding eigenvaluesλ . Equation(1.1.3) is called the char-

acteristic equation.

1.1.2 Classical Summability

The central problem of summability is to find means of assigning a limit to a divergent

sequence or sum to a divergent series. In such a way that the sequence or series can be

manipulated as though it converges, (Ruckel, 1981), pp. 159-161. The most means of

summing divergent series or sequences , is that of using an infinite matrix of complex

numbers.

Definition 1.1.1. Sequence to Sequence transformation

Let A= (ank),n,k= 0.1,2, ... be an infinite matrix of complex numbers. Given a sequence

x= (xk)
∞
k=0 define

yn = ∑ankxk, n= 0,1,2, ... (1.1.4)

If the series (1.1.4), converges for alln, then we call the sequence(yn)
∞
n=0, theA-transform

of the sequence(xk)
∞
k=0

. If further, yn → a asn→ ∞, we say that(xk)
∞
k=0 is summableA

to a.

There are various sequence to sequence transformations, here we only state Norlund

means.

Definition 1.1.2. (Norlund means)

2



The transformation given by

yn =
1
Pn

n

∑
k=0

pn−kxk, n= 0,1,2, ... (1.1.5)

where Pn = p0+ p1+ ....+ pn 6= 0, is called a Norlund means and is denoted by(N, p).

Its matrix is given by

ank =















pn−k
Pn

, 0≤ k≤ n

0 , k> n

(1.1.6)

In matrix (1.1.6) ifp0 = 1, p1 =−2, p2 = p3 = ...= 0, then A= (ank) i.e

ank =















































1,

2,

−1

0

n= k= 0

n−1≤ k< n

n= k

otherwise

or

A=

































1 0 0 0 0 . . .

2 −1 0 0 0 . . .

0 2 −1 0 0 . . .

0 0 2 −1 0 . . .

0 0 0 2 −1 . . .

. . .

































it transforms the unbounded sequence(xk)
∞
k=0 = (1,2,4,8,16, ...) to zero which is the

matrix of our interest in this research.

Definition 1.1.3. (series to series transformation)

The transformation of the series∑∞
k=0xk into a convergent series∑∞

n=0yn by an infinite

matrixA= (ank) so that

3



yn =
∞

∑
k=0

ankxk (1.1.7)

is called series to series transformation. For more information on series to series transfor-

mation see (Vermes, 1949)

1.1.3 General Results in Classical Summability

Definition 1.1.4. (regular method , conservative method)

Let A= (ank),n,k= 0,1,2, ... be an infinite matrix of complex numbers.

i. If the A transform of any convergent sequence of complex numbers exists and converges

then A is called a conservative method . We then writeA∈ (c,c)

ii. If

lim yn = limn→∞xn = a, a∈ C; where(yn)
∞
n=0 (1.1.8)

is the A transform of the convergent sequence(xn)
∞
n=0, thenA is called regular . We then

write A∈ (c,c;P)

Theorem 1.1(silverman - Toeplitz) A∈ (c,c;P) if and only if

i. limn→∞ank = 0 for each fixedk= 0,1,2, . . .

ii. limn→∞ ∑∞
k=0 ank = 1

iii. supn≥0{∑∞
k=0 | ank |} ≤ M < ∞, M ∈ R+.

Proof: (Hardy, 1948), pp.44-46, (Petersen, 1966) and (Maddox, 1970), pp. 165-166.

Remark: The Silverman - Toeplitz theorem gives the complete class ofmatrices(ank)

which transforms all convergent sequences(xn)
∞
0 such that limn−→∞xn = limn−→∞yn by

means of the linear equation(1.1.4).

4



Theorem 1.2( Kojima - Shur)A∈ (c,c)if and only if

i. ank −→ ak asn−→ ∞ for each fixedk ≥ 0;

ii. ∑∞
k=0 ank −→ a asn−→ ∞

iii. supn≥0 {∑∞
k=0 | ank |} < ∞

Proof: (Maddox, 1970), pp. 166 - 167; (Ruckel, 1981), pp. 104- 105; (Powell and Shah,

1972) and (Wilansky, 1984), pp. 5 - 6

Theorem 1.3A∈ (c0,c0) if and only if

i. limn−→∞ank = 0 for each fixed k

ii. supn≥0 {∑∞
k=0 | ank |}< ∞

Proof: (Hardy, 1948), pp. 42 - 60; (Maddox, 1970), pp. 165 - 167.

1.1.4 Banach Spaces

Definition 1.1.5. (Paranorm)

A paranorm p, on a linear spaceX, is a functionp : X −→ R such that

i.p(θ) = 0

ii. p(x) ≥ 0

iii. p(x) = p(−x)

iv. p(x+y) ≤ p(x)+ p(y)

v. If (λn)
∞
0 is a sequence of scalars withλ n −→ λ and(xn)

∞
0

is a sequence of points inX

with xn−→ x , thenp(λnxn−λx)−→ 0 (continuity of multiplication)

5



Definition 1.1.6. (seminorm/norm)

A seminormp, on a linear spaceX, is a functionp : X −→ Rsuch that

i. p(x) ≥ 0

ii. p(x+y) ≤ p(x)+ p(y)

iii. p(λx) =| λ | p(x), λ ∈ K(RorC)

If in addition to these conditions a seminorm satisfies the condition thatp(x) = 0 iff x= θ ,

then we call it a norm;θ denotes the zero vector.

Definition 1.1.7. (linear Topological space)

A linear topological space is a linear spaceX which has a topologyT , such that addition

and scalar multiplication inX are continous. IfT is given a metric, we speak of a linear

metric space.

Example 1.5.1c0 andc are all normed linear spaces . Their norm is‖ x‖= supn≥0{| xn |}

Definition 1.1.8. (Banach Space)

A Banach space is a complete normed linear space. Completeness means that if‖ xm−

xn ‖−→ 0 asm,n−→ ∞ wherexn ∈ X, then there existsx∈ X such that,

‖xn - x ‖ −→ 0 asn −→∞.

1.1.5 Linear operators and Functionals

Definition 1.1.9. (Linear operator)

Let X andY be linear spaces. Then a functionf : X −→ Y is called a linear operator or

map or transformation if and only if for allx,y∈ X and allλ ,µ ∈ K

f (λx+µy) = λ f (x)+µ f (y).

6



Definition 1.1.10. (Linear functional)

f is a linear functional onX if f : X −→ K is a linear operator , i.e a linear functional is a

real or complex valued linear operator.

Definition 1.1.11. (Bounded linear operator)

A linear operator A :X −→ Y is called bounded if there exists a constantM such that

‖ A(x) ‖≤ M ‖ x ‖,∀x∈ X

NOTE: A bounded functional onX satisfies

| f (x) |≤ M ‖ x ‖,∀x∈ X

7



1.2 Literature Review

This section contains the previous work that has been carried out on areas relating to our

research.

In 1960, E.K. Dorff and A. Wilansky showed that the spectrum of a certain mercerian

Norlund matrix withann = 1, contains negative numbers, (Dorff et al, 1960) and (Wilan-

sky, 1984), Theorem 3. In 1965, Brownet al, determined the spectrum and eigenvalues

of the Cesaro operator (c1 operator) of spacel2 of square summable sequences, (Brown

et al, 1965). Sharma (1972) determined the spectra of conservative matrices and in par-

ticular showed that the spectrum of any Hausdorff method is either uncountable or finite.

Sharma (1975) determined the isolated points of the spectraof conservative matrices.

Wenger (1975) computed the fine spectra of Holder summability operators onc - the

space of convergent sequences . Deddens (1978) computed thespectra of all Hausdorff

operators onl2
1. Rhodes (1983) extended Weger’s work by determining the finespectra

of weighted mean operators onc. Reade (1985) determined the spectrum of Cesaro op-

erator onc0 - the space of null sequences. Okutoyi (1985) determined thespectrum of

C1on wp(0), (1≤ p< ∞). Gonzale (1985) computed the fine spectrum of theC1 oper-

ator onl,p(1< p< ∞). In (1989) , Okutoyi, J. I and Thorpe, B. computed the spectrum

of the Cesaro operator of order two (C11operator) onc0(c0) - the space of double null

sequences. Okutoyi (1990) determined the spectrum ofC1 operator onbv0 space. In 1992

Okutoyi extended his work by determining the spectrum ofC1 operator onbv space. In

1996, Shafiquel Islam obtained the spectrum ofC1operator onl∞ - the space of bounded

sequences, (Shafiquel, 1996). In his PhD thesis Mutekhele, J. S. K. extended Okutoyi’s

work by determining the spectrum ofC1 operator onc(c) - the space of double sequences

which converge. He went further and determined the fine spectra ofC11 operator onc(c) -

the space of double sequence which converge, (Mutukhele, 1999). In 2003, Coskun deter-

mined the set of eigenvalues of a special Norlund Matrix as a bounded operator over some

sequence spaces especially the eigen values onc0, c and bv0, (Coskun, 2003). In 2005,

Okutoyi, and Akanga computed the spectrum of theC1 operator on - the space of strongly

8



Cesaro summable complex sequences of order 1, (Okutoyi and Akanga, 2005). In 2010

Akangaet al, determined the spectrum of a special Norlund matrix as a bounded operator

on c0 especially the eigen values onc0, (Akangaet al, 2010). In 2014, Akanga, deter-

mined the spectrum of a special Norlund matrix as a bounded operator onc by obtaining

the eigen values onc, (Akanga, 2014).

9



1.3 Statement of the Problem

From the literature review a lot has been done on the spectra of weighted mean matrices

such as Cesaro and Holder means. But not much have been achieved in Norlund means.

In this thesis eigen values of a Norlund matrix acting as an operator on the sequence

spacesc0 andc are determined.

1.4 Justification

Apart from the more obvious benefits i.e., the solution of systems of linear equation of

which the spectrum of linear operators is all about, there are more equally important

applications of the research. A central problem in the wholeof mathematics and even

science and engeneering ; is the determination of convergence or non-convergence of

sequences and series. Many applicaations of matrices in both engineering and science

utilize eigen values and sometimes eigen vectors. Vibration analysis and stress tensors

are just a few of the application areas. Mathematics, especially Mathematical analysis,

developes and is maintained via the concept of convergence of sequence and series. Even

in applied Science and Engineering , one is interested in theconvergance of a sequence or

series of results generated during experimentation. Established theorems such as the ratio

theorems and integral theorem, are not applicable in a variety of sequences and series.

Even where they apply they just determine convergence and not the limit or sum of the

convergent sequence or series. Tauberian theorems in Summability theory handle this

problem well. The convergence and even the limit of a convergent sequence or series is

determined from the convergence of some transform of it together with a side condition.

10



1.5 Objectives

1.5.1 General Objective

To investigate and determine the eigenvalues of an infinite matrix (special Norlund matrix)

as an operator on sequence spacesc andc0

1.5.2 Specific Objectives

1. To determine the eigenvalues of a Norlund matrix as an operator on the sequence space

c0.

2. To determine the eigenvalues of a Norlund matrix as an operator on the sequence space

c.

11



CHAPTER TWO

THE BOUNDEDNESS OF OPERATOR A ON c0 AND THE

EIGENVALUES OF A ON c0

The chapter is divided into two sections. Section one deals with matrix A see(1.1.6)

considered bounded operator on the null convergent sequence spaceco. In section two we

workout eigenvalues of matrixA see(1.1.6) on the sequence spacec0

2.1 Boundedness ofA on sequence spacec0

In this section we show thatA∈ B(c0). The corollary below arises from theorem(1.3), in

chapter 1.

Corollary 2.1.1. Itis clear that A∈B(c0)since limnank=0 f or each f ixed k, (see matrix1.1.6)

‖ A ‖= supn≥0

∞

∑
k=0

| ank |= sup(1,3,3,3, ...) = 3 (2.1.1)

Also, ‖ A ‖=‖ A∗ ‖= 3

Hence all the conditions of theorem 1.3 are satisfied.

Lemma 2.1.2.Each bounded linear operator T: X →Y, where X= c0, ℓ1,c and Y=

c0, ℓp(1≤ p< ∞), ℓ∞ determines and is determined by an infinite matrix of complexnum-

bers.

Proof. see ( Taylor, 1958) pages 217-219

Lemma 2.1.3. Let T : c0 → c0 be a linear map and define T∗ : ℓ1 → ℓ1 by T∗og=

goT, g ∈ c∗0 = ℓ1. then T must be given by a matrix by lemma(2.1.2) and moreover

T∗ : ℓ1 → ℓ1is the transposed matrix of T.

Proof. see (Wilansky, 1984) page 266.

12



Corollary 2.1.4. Let A: c0 → c0 where A is the Norlund matrix(1.6.6). Then A∗ ∈B(ℓ1),

moreover

A∗ =

































1 2 0 . . .

0 −1 2 . . .

0 0 −1 . . .

0 0 0 . . .

0 0 0 . . .

. . .

































(2.1.2)

Proof. It follows from lemma 2.1.3 usingA on substitutingT for matrixA

2.2 Eigenvalues ofA on the sequence spacec0

Theorem 2.2.1.A∈ B(c0) has no Eigenvalue.

Proof : SupposeAx= λx for x 6= 0 in c0 andλ ∈ C then

































1 0 0 0 0 . . .

2 −1 0 0 0 . . .

0 2 −1 0 0 . . .

0 0 2 −1 0 . . .

0 0 0 2 −1 . . .

. . .

































































x0

x1

x2

x3

x4

.

































= λ













































x0

x1

x2

x3

x4

.

.

.













































(2.2.1)
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Implies

x0 = λx0

2x0−x1 = λx1

2x1−x2 = λx2

2x2−x3 = λx3

2x3−x4 = λx4

· · ·

2xn−1−xn = λxn , n≥ 1 (2.2.2)

solving system(2.2.2) we have that ifx0 is the first non zero entry ofx , then λ =

1, but λ = 1 implies that x0 = x1 = x2 = . . .= xn = . . .

14



i.e
































x0

x1

x2

.

.

.

































= x0

































1

1

1

.

.

.

































which shows thatx is in the span ofδ . But δ = (1,1,1, . . .) /∈ c0. That isx does not tend

to zero asn tends to infinity , soλ = 1 is not an eigenvalue ofA∈ B(c0).

If xn+1, n = 0, 1, 2, 3, . . . is the first non zero entry, thenλ = −1 . Solving the system

with λ =−1 results inxn = 0 , n= 0, 1, 2, 3, . . . a contradiction . Henceλ =−1 cannot

be an eigenvalue ofA∈ B(c0) .

ThusA∈ B(c0) has no eigenvalues i.e the set of eigenvalues is empty:

Corollary 2.2.2. The set of Eigenvalues of A∈ B(bv0)and A∈ B(l1) is empty

Proof : This follows from the fact thatA∈ B(c0) = /0, and bv0 ⊂ c0, Alsoℓ1 ⊂ c0

Theorem 2.2.3.The Eigenvalues of A⋆ ∈ B(ℓ1) is the set

{λ ∈ C : |λ +1|< 2}∪{1}

Proof : SupposeA⋆x= λx f or x 6= 0 and λ ∈ C

Then
































1 2 0 0 0 . . .

0 −1 2 0 0 . . .

0 0 −1 2 0 . . .

0 0 0 −1 2 . . .

0 0 0 0 −1 . . .

. . .







































































x0

x1

x2

x3

.

.

.







































= λ







































x0

x1

x2

x3

.

.

.







































(2.2.3)
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That is

x0+2x1 = λx0

−x1+2x2 = λx1

−x2+2x3 = λx2 (2.2.4)

−x3+2x4 = λx3

. . . .

−xn+2xn+1 = λxn where n≥ 1 (2.2.5)
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Solving the system(2.2.4) for x1, x2, x3, . . . , xn in terms o f x0 gives:

x1 = 2−1λ
(

1−
1
λ

)

x0

x2 = 2−2λ 2
(

1−
1
λ

)(

1+
1
λ

)

x0

x3 = 2−3λ 3
(

1−
1
λ

)(

1+
1
λ

)2

x0

x4 = 2−4λ 4
(

1−
1
λ

)(

1+
1
λ

)3

x0

. . .

In general

xn = 2−nλ n
(

1−
1
λ

)(

1+
1
λ

)n−1

x0 (2.2.6)

By ratio test

limn→∞|
xn+1

xn
|= limn→∞|

2−n2−1λ nλ (1+ 1
λ )

n
(

1− 1
λ
)

x0

2−nλ n
(

1+ 1
λ
)n(

1+ 1
λ
)−1(

1− 1
λ
)

x0

|

= limn→∞|
2−1λ

(

1+ 1
λ
)−1 |

= |
1
2

λ
(

1+
1
λ

)

|= l ∀ l ∈ R s.t l ≥ 0

17



By ratio testxn ∈ ℓ1 i f f l < 1

That isi f f |12λ + 1
2|< 1

or |λ +1|< 2

That is the series
∞

∑
n=0

|xn| converges for allλ in the circular disc centred at the point

(−1, 0) of radius 2.

It is clear thatλ = 1 is an eigenvalue corresponding to the eigenvector(x0, 0, 0, 0, . . .)t .

Wherex0 is any real or complex number . This is the case since(x0, 0, 0, 0, . . .)t ⊂

ℓ1 f or any x0 ∈ C

Hence the Eigenvalues ofA⋆ ∈ B(l1) is the set

{λ ∈ C : |λ +1|< 2}∪{1}

18



CHAPTER THREE

THE BOUNDEDNESS OF OPERATOR A ON c AND THE EIGEN

VALUES OF A ON c .

The chapter is divided into two sections. Section one deals with matrix A see(1.1.6)

considered bounded operator on the convergent sequence space c. In section two we

workout eigenvalues of matrixA see(1.1.6) on the sequence spacec

3.1 Boundedness ofA on the sequence spacec

In this section we show thatA∈ B(c). The corollary below arises from theorem(1.2), in

chapter 1.

Corollary 3.1.1. A∈ B(c), moreover

‖ A ‖=‖ A∗ ‖= 3

Proof. sinceank → 0 as n→ ∞ f or f ixed k≥ 0

also
∞

∑
k=0

ank =
n

∑
k=0

ank = 1, f or each n (3.1.1)

so thatlimn∑n
=0ank = 1

finally ‖ A ‖= supn≥0{∑∞
k=0 | ank |}= 3

Therefore all the conditions of theorem(1.2) are satisfied. HenceA∈ B(c)

Theorem 3.1.2.Let T : c → c be a linear map and define T∗ : c∗ → c∗ i.e ., T∗ :

ℓ1 → ℓ1 by T∗(g) = goT, g ∈ c∗ ≡ ℓ1. Then both T and T∗ must be given by a matrix.

See lemma(2.1.2) . Moreover T∗ : ℓ1 → ℓ1is given by the matrix. see lemma(2.1.3).

Moreover T∗ : ℓ1 → ℓ1 is given by the matrix
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A∗ = T∗ =







X(limA) (vn)
∞
0

(ak)
∞
0 At






=







































X(limA) v0 v1 v2 . . .

a0 a00 a10 a20 . . .

a1 a01 a11 a21 . . .

a2 a02 a12 a22 . . .

. . . . . . .

. . . . . . .

. . . . . . .







































(3.1.2)

where:

X(limA) = limA(δ )−
∞

∑
K=0

limAδ k (3.1.3)

vn = X(PnoT) ; (3.1.4)

ank = Pn(T(δ k)) = (T(δ k))n (3.1.5)

and

ak = lim
n→∞

ank (3.1.6)

Proof. See (Wilansky, 1984) page 267
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Corollary 3.1.3. Let A : c→ c. Then A∗ ∈ B(ℓ1) and

A∗ =

























1 0 0 0 0 . . .

0 1 2 0 0 . . .

0 0 −1 2 0 . . .

0 0 0 −1 2 . . .

. . .

























(3.1.7)

Proof. By theorem(3.1.2)

A∗ =







X(limA) (vn)
∞
0

(ak)
∞
0 At






(3.1.8)

But for A matrix,vn = θ and(ak)
∞
0 = θ , since limn→∞ank = 0 ∀ k≥ 0.

(PnoT)δ = 1, ∀ n≥ 0;

And
∞

∑
k=0

(PnoT)δ k = 1,

So that

vn = X(PnoT)

= (PnoT)δ −
∞

∑
k=0

(PnoT)δ k

Which implies that

v0 = 1− (1+0+0+ ...) = 1−1= 0
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v1 = 1− (2+(−1)+0+0+ ...) = 1−1= 0

v2 = 1− (0+2+(−1)+0+0+ ...) = 1−1= 0 (3.1.9)

v3 = 1− (0+0+2+(−1)+0+ . . .) = 1−1= 0

...

vn = 0, n≥ 0

Hence matrix(3.1.8) becomes

A∗ =







X θ

θ At






(3.1.10)

Where

X = (limoA)δ −
∞

∑
k=0

(limoA)δ k (3.1.11)

lim ∈ c∗. That is

X = limδ −
∞

∑
k=0

ak = 1−0= 1 (3.1.12)

So that matrix(3.1.10) becomes matrix(3.1.7)
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3.2 The Eigenvalues ofA on c

Theorem 3.2.1.A∈ B(c) has one Eigenvalue , ie{1} . Whereλ = 1 which corresponds

to the Eigenvector x= δ = (1, 1, 1, ., ., .)

Proof. SupposeAx= λx , x 6= 0 in c andλ ∈C. Then solving the system as in the proof

of theorem(2.2.1) we have that ifx0 is the first non-zero entry of the vectorx , thenλ = 1.

But λ = 1 implies thatx0 = x1 = x2 = · · ·= xn = · · · . Which shows thatx is in the span

of someδ . But δ = (1, 1, 1, · · ·) ∈ c. Henceλ = 1 is an Eigenvalue ofA corresponding

to the Eigenvectorδ = (1, 1, 1, · · ·).

Whenxn+1 , n= 0, 1, 2, 3, · · · is the first non-zero entry ofx, thenλ = −1. Solving the

system withλ =−1 results inxn = 0 , n= 0, 1, 2, 3, · · · which is a contradiction . Hence

λ =−1 cannot be an Eigenvalue ofA∈ B(c)

Thereforeλ = 1 is the only Eigenvalue ofA∈ B(c)

Theorem 3.2.2.The Eigenvalues of A⋆ ∈ B(l1) form the set

{λ ∈ C : |λ +1|< 2}∪{1}

Proof : Suppose A⋆x= λx, x 6= θ andλ ∈ C . Then

































1 0 0 0 0 . . .

0 1 2 0 0 . . .

0 0 −1 2 0 . . .

0 0 0 −1 2 . . .

0 0 0 0 −1 . . .

. . . . . .













































































x0

x1

x2

x3

x4

.

.

.













































= λ













































x0

x1

x2

x3

x4

.

.

.













































(3.2.1)
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x0 = λx0

x1+2x2 = λx1

−x2+2x3 = λx2 (3.2.2)

−x3+2x4 = λx3

−x4+2x5 = λx4

. . .

In general

−xn+2xn+1 = λxn ∀ n≥ 2

Solving the system(3.1.14) with λ = 1 andx0 6= 0 gives the vector

x= (x0, 0, 0, 0, 0, . . .)t

Wherex0is any real or complex number. This is the case since

(x0, 0, 0, 0, 0, . . .)t ⊂ l1 ∀ x0 ∈ C

Henceλ = 1 is an Eigenvalue ofA⋆ ∈ B(l1) .
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Also solving the sysytem(3.1.14) f or xn, n≥ 2 in terms ofx1, yields

x2 = 2−1λ
(

1−
1
λ

)

x1

x3 = 2−2λ 2
(

1+
1
λ

)(

1−
1
λ

)

x1

x4 = 2−3λ 3
(

1+
1
λ

)2(

1−
1
λ

)

x1 (3.2.3)

x5 = 2−4λ 4
(

1+
1
λ

)3(

1−
1
λ

)

x1

· · ·

In general

xn = 2−(n−1)λ n−1
(

1+
1
λ

)n−2(

1−
1
λ

)

x1 ∀ n≥ 2 (3.2.4)

Now ,

limn→∞ | xn+1
xn

|= l

xn+1 = 2−nλ n
(

1+
1
λ

)n−1(

1−
1
λ

)

x1 (3.2.5)

limn→∞ |
2−nλ n

(

1+ 1
λ
)n−1(

1− 1
λ
)

x1

2−(n−1)λ n−1
(

1+ 1
λ
)n−2(

1− 1
λ
)

x1

|
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= limn→∞ |
1

(

1+ 1
λ
) ÷

2

λ
(

1+ 1
λ
)2 |

=|
λ
(

1+ 1
λ
)

2
|< 1

| λ +1 |= 2

By ratio testxn ∈ l1iff l < 1 i.e | λ+1
2 | or | λ + 1 |< 2 That is the series∑∞

n=0 | xn |

converges for allλ in the circular disc centred at the point(−1,0) of radius 2 . Hence

{λ ∈ C : |λ +1|< 2}∪{1} form the Eigenvalues ofA⋆ ∈ B(l1).
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CHAPTER FOUR

CONCLUSIONS AND RECOMMENDATIONS

4.1 Introduction

Some conclusions of this study and suggestions of areas for further research are given in

this chapter.

4.1.1 Conclusions

In chapter two the following results are obtained

i. A∈ B(c0) has no Eigenvalues

ii. Also A∈ B(bv0) andA∈ B(l1) has no Eigenvalues

iii. The set of Eigenvalues forA⋆ ∈ B(l1) is {λ ∈ C : |λ +1|< 2}∪{1}

In chapter three we obtain the following results

i. The set of Eigenvalues ofA∈ B(c) is the singleton set{1}

ii. The Eigenvalues ofA⋆ ∈ B(l1) form the set{λ ∈ C : |λ +1|< 2}∪{1}

4.1.2 Recommendations

We recommend to extend the results obtained in this thesis by:

i. Investigating the spectrum ofA∈ B(c0)

ii. Investigating the spectrum ofA∈ B(c)

27



REFERENCES

Akanga, J. R. ( 2014). On the Spectrum of a special Norlund Means,jour. of Mathemati-

cal sciences. 25(2) 59-67

Bennet, G. (1972). A Representation Theorem for Summability Domains,Proc. London

Math. Soc. 3(24), 193 - 202

Boos, J. (2000).Classical and Modern Methods in Summability, Oxford Univ. Press Inc.,

New York

Boyd, D. (1968). The Spectrum of the Cesaro operator.,Acta Scientiarum Mathemati-

carum29, 31 - 34.

Brown A., Halmos, P & Shields, A. (1965). Cesaro operators,Acta Scientiarum Mathe-

maticarum26, 125 - 137

Coskun, C. (2003). A Special Norlund means And its Eigenvalues,Communication Fac-

ulty University Ankara, Ser. Al, Math. Stat52(1), 27 - 31

Deddens, J. A. (1978). On the Spectra of Hausdorff operatorson l2
+ , Proceedings of the

American Mathematical Society72(1)

Dorff, E. K. & Wilansky, A. (1960). Remarks on Summability,J L M S35, 234 - 236

Dunford, N. and Schwartz, J. (1957).Linear Operators, Part 1: General Theory, Inter-

science Publishers, Inc., New York.

Gonzalez, M. (1985). The Fine Spectrum of the Cesaro operator in l,p(1< p< ∞), Arch.

Math44, 355 - 358.

Hardy, G. (1948).Divergent Series, Oxford University Press.

Jain, P., Ahuja, O. & Ahmed, K. (1995).Functional Analysis, New Age International (P)

Ltd.

Kreyszig, E. (1980).Introductory Functional Analysis with Applications, John Wiley and

28



Sons

Limaye, B. (1996)Functional Analysis, New Age International Ltd, New Delhi.

Moddox, L. (1970).Elements of Functional Analysis, Cambridge University Press, UK.

Maddox, I. (1980).Infinite Matrices of Operators, Springer - Verlag, Berlin Heidelberg.

Mutekhele, J. S. K. (1999).On The Spectrum of the Cesaro Operator of Order 2 (C11),

Phd thesis, Department of Mathematics, Egerton University; Kenya.

Okutoyi, J. (1984).On Extensions of Banach ’s theorem on Reversible Matrices, Master’s

thesis, Department of Mathematics , University of Barmingham.

Okutoyi, J. (1985). The Spectrum ofC1as an Operator onwp(0), (1≤ p< ∞), Bulletin of

the Calcutta Mathematical Society17, 154 - 263

Okutoyi, J. (1986).On the Spectrum of the Cesaro Operator, PhD thesis , Department of

Mathematics, University of Birmingham.

Okutoyi, J. (1992). On the spectrum ofC1as an operator onbv, Commun. Fac. Sci. Univ.

Ank. 41.

Okutoyi, J. (1990). On the Spectrum ofC1as an operator onbv0, Journal of Australian

Mathematical Society(series A) 48, 79 - 86

Okutoyi, J. I & Akanga, J. R. (2005). The Spectrum ofC1 as an Operator onwp(1≤ p< ∞),

East African Journal of Physical Sciences6(1), 33 - 48.

okutoyi, J. I & Thorpe, B. (1989). Spectrum of the Cesaro operator onc0(c0), Math. Proc.

Camb. Philo. Soc. 105, 123 - 129

Petersen, G. (1966).Regular Transformations, McGraw - Hill Company Ltd.

Powell, R. & Shah, S. (1972).Summability Theory And Applications, Van Nostrand Rein-

hold Company Ltd.

Reade, J. (1985). On the Spectrum of Cesaro Operator,Bull. Lond. Math. Soc17, 263 -

29



267

Rhoads, B. E. (1983). The Fine Spectra of Weighted mean Operators,Pacific Journal of

Maths104, 219 - 230.

Ruckle, W. (1981).Sequence Spaces, Pitman Publishing Ltd.

Vermes, P. (1949). Series to series transformations and analytic continuation by matrix

methods ,Amer,. Journal. Math. 71, 541 - 562

Wenger, R. B. (1975). The fine Spectra of Holder Summability operators,Indian Journal

of Pure and Applied Math. 6, 695 - 710.

Wilansky, A. (1978). Modern Methods in Topological Vector Spaces, McGraw Hill

Comp.

Wiansky, A. (1984).Summability Through Functional Analysis, North Holland Publish-

ers.

Wilansky, A. (1964).Functional Analysis, Blaisdell Publishing Company, New York

30


